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About Institution  

 
In view of the growing demand for technical education and with the goal of establishing a 

premier technical education on par with international standards, a new technical institution by 

`name 'BMS Institute of Technology and Management' was established in 2002. Currently, 

BMSIT & M offers seven UG, three PG programs and Ph.D. /M.Sc. (Engg.) in seven disciplines. 

BMSIT & M considers research to be of equal importance as academics for the betterment of an 

institution. Research culture has been embraced well by the faculty members and research 

scholars at BMSIT and M. In this report, we present an overview of the research activities of 

Information Science and Engineering, BMSIT & M. 

 

  Vision  
 
“To emerge as one of the nation’s finest technical institutions of higher learning to develop 

engineering professionals who are technically competent, ethical and environment friendly for 

betterment of the society.” 

 

  Mission  

 

“Accomplish stimulating learning environment through high quality academic instruction,  

innovation and industry – institute interface.” 



About Department  

 

The Department of Electronics and Communication Engineering started in 2002-03 with the 

vision: “To Provide Quality Education in Electronics, Communication and Allied Engineering 

fields to serve as Valuable Resource for Industry and Society”. The department is a “Research 

Center” recognized by VTU, has well experienced and qualified faculty members who inspire the 

students to face the competitive world. 16 faculties are pursuing their Doctoral Degrees. Consistent 

performance by the students in VTU examinations is a reflection of the efforts by all faculty 

members. The department is equipped with latest equipment and laboratory amenities to meet the 

global standards. 

  

  Vision  
 
“Provide Quality Education in Electronics, Communication and Allied Engineering fields to Serve 

as Valuable Resource for Industry and Society”. 

 

Mission  

 
1. Impart Sound Theoretical Concepts and Practical Skills. 

2. Promote Inter-Disciplinary Research. 

3. Inculcate Professional Ethics. 



Programme Educational Objectives 

 
Graduates of the programme will: 

 

PEO1: Work as professionals in the area of Electronics and allied engineering fields 

PEO2: Pursue higher studies and involve in the interdisciplinary research work 

PEO3: Exhibit ethics, professional skills and leadership qualities in their profession. 

 

Programme Outcomes 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering fundamentals, 

and an engineering specialization for the solution of complex engineering problems. 

 

2. Problem analysis: Identify, formulate, research literature, and analyse complex engineering 

problems reaching substantiated conclusions using first principles of mathematics, natural sciences, 

and engineering sciences. 

 

3. Design/development of solutions: Design solutions for complex engineering problems and design 

system components or processes that meet the specified needs with appropriate consideration for 

public health and safety, and cultural, societal, and environmental considerations. 

 

4. Conduct investigations of complex problems: The problems that cannot be solved by 

straightforward application of knowledge, theories and techniques applicable to the engineering 

discipline, that may not have a unique solution. 

 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 

engineering and IT tools, including prediction and modeling to complex engineering activities, with 

an understanding of the limitations. 

 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess societal, 

health, safety, legal, and cultural issues and the consequent responsibilities relevant to the 

professional engineering practice. 

 

7. Environment and sustainability: Understand the impact of the professional engineering solutions in 

societal and environmental contexts, and demonstrate the knowledge of, and need for sustainable 

development. 

 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of 

the engineering practice. 

 

9. Individual and team work: Function effectively as an individual, and as a member or leader in 

diverse teams, and in multidisciplinary settings. 



10. Communication: Communicate effectively on complex engineering activities with the engineering 

community and with t h e society at large, such as, being able to comprehend and write effective 

reports and design documentation, make effective presentations, and give and receive clear 

instructions. 

 

11. Project management and finance: Demonstrate knowledge and understanding of t h e engineering 

and management principles and apply these to one’s own work, as a member and leader in a team, to 

manage projects and in multidisciplinary environments. 

 

12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in 

independent and life-long learning in the broadest context of technological change. 

 

 

 
Programme Specific Outcomes 

 
Graduates will be able to: 

 
PSO1: Exhibit competency in embedded system domain. 

PSO2: Exhibit competency in RF and signal processing domain. 
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Human Assisting Robot 
Anirban Sanyal1, Dr. Jayadeva G.S2, Arvind Srikanth3, Sonal Pandey4, Vibha K.V5 

2Professor in Telecommunication Department, BMSIT&M 

1345Students of VIII Semester, Telecommunication Department, BMSIT&M 
 

Abstract- Various works are carried out on Human - following 

robots, for their immense potential to carry out mundane tasks 

like load carrying and monitoring of target individual through 

interaction. The recent advancements in vision and sensor 

technologies have helped in creating more user-friendly robots 

that are able to coexist with humans by leveraging the sensors 

for human detection,  human movement estimation. But most 

of these sensors are suitable only for Line of Sight Objects. In 

case of loss of sight of the target, most of them fail to re-

acquire their target. This work proposes a novel method to 

develop a human following robot using Bluetooth, GPS and 

Inertial Measurement Unit (IMU) on smartphones which can 

work under high interference environment and can reacquire 

the target if the target position is lost. 

 

Keywords- Robotics, Arduino, helping mankind. 

 

I. INTRODUCTION 

Recent developments in the robotics world have developed 

robots and are user friendly, intelligent, and most importantly 

affordable. With these benefits of robotics, it is no wonder that 

they have found to be used in every field. The benefits of 

robots have increased their flexibility with being capable of 

performing a variety of tasks and applications. Robots also 

allow for increased production and profit margin because they 

can complete tasks faster. Robots have the ability to work 

around the clock since they do not require vacations, sick 

days, or breaks. 

 

Robots are preferred over men doing the job specifically in 

hazardous environments, handling toxic substances, working 

with heavy loads and wherever repetitive tasks are involved. 

 

This work on human assisting robot uses Bluetooth to have 

communication between the robot and the tag held by the 

user, here after called target. In this work mobile is used as a 

tag. Human assisting robots are generally used in hospitals, 

restaurants and airports, etc [1] to carry luggage. However 

most of these robots fail to re-acquire their target, if line of 

sight is lost [2]. 

 

This problem can be eliminated using GPS and GPS has the 

advantage of tracking the robot even its position data is lost. 

To enable the tracking system on robot, GPS is used along 

with the GY273 compass which helps in giving appropriate 

commands to the motor drivers. 

The primary goal of our work was to design and fabricate a 

robot that not only tracks the target but also moves towards it 

with the help of GPS and compass. 

 

The disadvantage of using the GPS is that it does not work 

indoor [3]. 

 

In this work all the processing is carried out by the Arduino 

UNO microcontroller and L298N motor drivers are used to 

drive the motors. 

 

II. PROPOSED SYSTEM 

The circuit connection of the proposed system is shown in Fig. 

(1). It mainly consist of Arduino UNO microcontroller, 

HMC5883L compass, NEO6m GPS, HC06 Bluetooth module, 

L298N motor driver, 12 V DC motors and batteries. The three 

challenges that are faced while assembling above components 

and making human assisting robot are (i) power consumption 

for driving the motor and other electronic systems, (ii) control 

system used to control the robot and (iii) tracking the robot. 

 

To drive the motor 12V battery is used another 9V battery is 

used to power other electronic modules. For controlling 

functions Arduino UNO microcontroller which is based on 

ATmega328P is used. This acts as the brain of entire system. It 

receives the information from different modules such as 

compass, GPS etc, and checks information and identifies the 

location of target. Then it sends the instruction to motor driver 

for making movements. Then continued tracking is done using 

the data of GPS Neo 6m and magnetometer GY273. The 

position is determined by the GPS Neo 6m. Magnetometer 

GY273 is used to measure the direction of movement of target 

called heading. 

 

A. Bluetooth connection establishment 

The Bluetooth module used here is HC 06. To enable the 

Bluetooth password is 1234 or 0000. The Bluetooth has 6 pins 

such as State, Rx, Tx, enable, VCC and GND. The VCC of 

Bluetooth is connected to 5V of Arduino and GND is 

connected to GND of Arduino. Rx pin of Bluetooth is 

connected to the transmitter pin of Arduino and Tx is pin of 

Bluetooth is connected to the receiver pin of Arduino. The 

Bluetooth is basically establishes communication between the 

robot and the human. 
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B. Compass connection establishment 

The compass used here is a magnetometer GY273. Two Way 

Interface (TWI) connections is established in order to interface 

it with the Arduino. It contains 5 pins VCC, GND, SCL, SDA 

and DRDY. VCC and GND connection are same as that of the 

Bluetooth. Serial Clock (SCL) is connected to the A5 analog 

pin of Arduino UNO and serial Data (SDA) is connected to the 

A4 analog pin of the Arduino. The magnetometer is used to 

determine the heading. The Fig. (2) below shows the  

connection diagram of the compass. 

 
Fig.2: Connection of compass and Arduino UNO [4] 

 

C. GPS connection establishment 

This work uses GPS Neo 6m, UART connection is 

established in order to communicate with the Arduino board. 

The GPS has got 4 pins VCC and GND is connected as in 

Fig. (3) and the Rx is connected to the transmitter declared 

pin the Arduino board and Tx is connected to the receiver 

declared pin the Arduino. The GPS is used to get the location 

of the robot. 

 

D. Motor Driver connection 

The motor driver used in this project is L298d. the driver has 

got 4 input pins and 2 enable pins and output ports. The 

ground connection should be made common with Arduino 

and the driver. The four input pins are IN1, IN2, IN3 and IN4. 

These pins are connected to the digital pins of the Arduino. 

These pins are used to change the direction of the motor. IN1 

and IN2 and used for motor1 and IN3 and IN4 are used for 

motor 2. The two enable pins are used to for speed control. 

ENA and ENB are the two enable pins for motor1 and motor2 

respectively. The enable pins are connected to the PWM pins 

of the Arduino. The motors are connected to Arduino through 

motor drivers as the Arduino is not able to drive the required 

current. 12v Dc motors are used in this work. The connection 

diagram between L298n motor driver and Arduino is shown 

in Fig. (4) 

 

 
Fig.3: Connection of GPS 

 

Here, we followed systematic approach which means starting 

from testing of each component to integrating it with other to 

make it function efficiently. Here each and every sensors and 

modules communicate among themselves to function 

efficiently. The above way of functioning is called 

decentralized approach. In decentralized approach there is no 

governing body. It is just the modules that work according to 

the algorithm. 

 
Fig.4: Connection of L298D with Arduino 

 

E. Software Description 

The system makes use of Arduino UNO that acts as a central 

control and processing unit along with Bluetooth to establish a 

connection between robot and target. The GPS along with 

compass is used to track or navigate the direction of the tag. 

Blynk platform is used to control our hardware via cloud using 

Bluetooth. After, extracting the information about the target, 

the tracking the target is done by GPS and Compass signals. 

In, the present prototype forward, backward, left and right 

turns motions are used to track target. As soon as the Arduino 

UNO unit receives the direction commands it executes 

commands provided in the program. Change in direction 

Arduino UNO GPS NEO 6m 

VCC 

GND 

VCC 

GND 

~6 TX 
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happens significantly whenever the target takes turn with 

respect to the hardware module. 

 

III. METHODOLOGY 

In this work there is no governing body, i.e it does not require 

any human intervention for command or direction. This means 

all the work is done by the modules interacting among 

themselves as per the algorithm. Hence we can say that the 

Autonomous connection is established. 

 

Here Arduino is the brain of the entire system. It collects 

information from GPS, compass and Blynk platform via 

Bluetooth and give commands to the motor driver for 

controlling the robot. Everything starts with the connection   

with   the   Bluetooth. As   the   Bluetooth   is connected to the 

smart phone it means there is a connection established 

between the target and the robot. 

 

For control and navigation GPS Neo 6m is used along with 

magnetometer GY273. The Arduino gets the position of the 

robot and its direction of movement from these modules. For 

robot movement, DC motors are used. The H bridge motor 

driver is used to control the speed and the direction of the DC 

motor. PWM signal is used to control the speed and input 

pins are used to control the direction. 

 

Whenever there is a change in the direction by the human the 

Arduino compares the position with and check the new 

direction with the help of magnetometer. Now it gives 

information to the motor driver through PWM pulse for 

changing the direction and follow the master. The algorithm 

of moving forward and turning is as shown in Fig. (5) 

 

Fig.5: position determination 

 

 Firstly, by using compass the direction is known where 

it’s pointing (p1). So, in relation to the north pole it is 

called heading represented as a1. 

 Secondly, position of android device can be estimated 

(p2). So, we can find the distance between the two points 

by using the common formula as: 

-x1)2-(y2-y1)2 

 Angle between the point p2 and the pole is known as 

bearing. It can be represented as a2. 

 The turn angle can be estimated as : t=a2-a1 or 

t=bearing-heading 

 Turn angle is calculated in order to move towards a 

particular point or direction. 

The flow chart shown in Fig (6) shows the entire functioning 

of the robot. 

IV. RESULTS 

As expected the robot functions autonomously, without the 

intervention of the target / human. The algorithm written into 

the Arduino helps the robot to follow target by acquiring 

signals from sensors. Our robot was able to track the human 

(tag) independent of the direction (Left, Right, and straight) in 

which he was moving. 

V. CONCLUSION 

The paper has presented a Human-following robot which is 

being used for their immense potential to carry out mundane 

tasks like carrying load and for monitoring of an individual 

through interaction. However the present prototype is tested 

only with its movement on different direction and tracking the 

human who held the tag. In this work mobile is used as a tag. 

This system works efficiently in outdoor; however it is 

inefficient in indoors due to poor GPS signal. This work can 

be further improved by (i) adding obstacle detection sensors, 

(ii) scaling up the project for carrying weight and (iii) design 

wheels for moving in terrain surfaces. By adding the above 

features we can develop this work into product for public / 

commercial use. 
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Fig.7: Circuit diagram of the system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                Fig.6: Flow chart of the system 
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Abstract: The Wireless Sensor Networks (WSN) plays an 

important function in wireless communication because of its top 

notch utility and benefits. Wireless Sensor Networks have 

thousands or hundreds of potential nodes, which are minute 

computer like, and areable of measuring the physical 

characteristics of the neighboring environment location and 

thentransmit the gathered information using wireless radio links. 

This paper proposes an efficient scheme for resource allocation 

used for the transmission of data using priority in the nodes. The 

protocol, Medium Access Control (MAC) has been devisedfor 

evaluating the performance.  The parameters considered are 

bandwidth, energy consumption, delay, throughput andpacket 

delivery ratio. A new MAC protocol,”P-RPEH”(Priority that is 

based on the Residual Power and Energy Harvesting rate), using 

priority in nodes with maximumenergyis proposed. The proposed 

method is compared with the PRIN (Priority in Node) and PRIMA 

(Priority based MAC)existing protocols. The results obtained from 

the new protocol proves that,  the newproposed 

protocoloutperforms the existingmethods in terms of bandwidth, 

delay, energy, throughput and the ratio of packets delivered. 

 
Index Terms: Wireless Sensor Networks, QOS, Medium 

Access Control, Priority. 

I. INTRODUCTION 

The Wireless Sensor Networks (WSNs) has enormous 

number of sensors which are distributedin a random manner. 

These small/tiny sensor nodes are made up of a sensor unit, a 

processor, a power unit and communication capacities. These 

effective nodes makecommunication with each and every 

other nodeand are successfulinsharing and transmitting the 

sensed parameters such as humidity,temperature, motion 

detection etc. The communication reaches the 

collectingstation at once or through different intermediate 

nodes. The Quality of Service (QOS) which is important in  

the Wireless Sensor Networks is dependent on many 

parameters.  Some of the parameters considered in proposed 

work to increase the efficiency are as follows: 

i. Bandwidth 

ii. Energy Consumption 

iii. Delay 

iv. Throughput 

v. Packet Delivery Ratio 

 

Bandwidth and Energy efficient routing protocols are 

required for obtaining the QOS.Further, there is a 

requirement for the standardized protocolin order to  

obtainthe information which is required by the sensors and 

are normallyavailable in the equipment of networking [1].  

Prioritizing the nodes help in increasing the network 

performance which in-turn improves bandwidth 

andenergyefficiency. 
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Another parameter of importance is delay. In the process of 

collection of information, huge data statistics 

requirementshas to be gathered and 

accumulatedintime.Accumulatingrequired amount of data 

resultsina delay which may becomelonger. In this process, 

because of theinherent quality of the hyperlink used for the 

wireless transmission, thepackets which holds theinformation 

may get lost. This leads to a greater challenge in the 

transmission of real-time data, within therequired time 

frame.Some industrial applications allow delay-tolerance 

withinaspecifiedtime constraint [2]. 

  If the packets are misplaced, the data has to be 

retransmitted again, which leads to a protracted 

postponement. In some situations such as monitoring, a long 

put off will delay the timing of obtaining data which causes 

extra losses. It is also crucial that a device makes a decision 

before the records are complete. This results in lack of 

information in some portions of the data.So care must be 

taken in such a manner that less delay is obtained. [3].  

The other important evaluation parameters include the 

throughput and packet delivery ratio. There are numerous 

researches going on for the standardization of these factors to 

improve the QOS. 

 The QOS challenges differ in different WSNs with respect 

to resource constraints such as node deployment, real time 

traffic, scalability, data redundancy, topology changes, and 

contention window size so on. 

The paper is arranged into 5 sections: in which Section 1 

introduces the parameters considered for QOS. Section 2 

discusses on the prior art in MAC protocols. Section 3throws 

light on the proposed method P-RPEH protocol.Theresults of 

the proposed methodology are discussed in section 4.The 

summary/conclusion of the present work and future 

enhancements are discussed in section 5 and 6. 

II. RELATED WORK 

From the survey of literature which ambitions to explore 

on the different types of MAC protocols that are used in 

WSNs to achieve better bandwidth and energy efficiency 

with respect to priority based allocation for QOS. Time 

Division Multiple Access (TDMA) and Carrier Sense 

Multiple Access (CSMA) are the different types of MAC 

protocols that are usually used for transmission ofdata 

through the wireless networks. 

 PRIN based MAC protocol is one of the existing methods 

to improve the QOS. The PRIN uses static priority in source 

as well asin the intermediate 

nodes.AnandaKumarSubbramanya et al have assigned the 

highest priority to that node which maybeonly one hop away 

from sink node which aims to achieve a very good QOS 

parameters[4].  
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The amount of energy that is consumed is reducedby 

assigning differentpriority to all the incoming packets.   

This hasincreasedthethroughput to some extent only. 

Another methodisPRIMA, which is based on two phases. 

In the phase one, clusters are formed and in the phase two the 

channel is accessed. The clustering technique is used in 

MACto handle the issues related to network scalability in a 

better fashion.Jalel Ben-Othman et al [5], have used PRIMA 

protocol where in the channel access composes of the hybrid 

method where both TDMA and CSMA are used. TDMA 

controls the data and CSMA communicates with control 

messages. Thishas minimized the packet collision which the 

author claims to have reduced the energy consumption. 

AQ-MAC is another Asynchronous MAC protocolwhich 

is usedfor obtaining the QOS inthe sensor networks, the 

efficiency of energyis obtainedby organizingthe incoming 

data into numerous static priorities.Fafoutis, Xetal[9], have 

discussed in detail the AQ-MAC protocol.  The authors were 

able to moderately improve energy efficiency. 

Bandwidth plays an important role in achieving good 

QOS. Bandwidth reduces congestion by assigning priority to 

the nodes. This is done using cluster formation. In the cluster 

formation process, the highest priority is assigned to 

theheadof clusters.The members of thecluster and the cluster 

head nodes communicate with single hop step, while the 

cluster head and the sink communicates with multiple hops. 

The data is sent using TDMA time slots inorder to utilize the 

bandwidth efficiently. [6] 

D Mathavan et al have worked on the density of traffic. 

They have obtained a better bandwidth performance by 

creating adefinedpath tree.  The path was based on the density 

of traffic. They have also separated the highest priority from 

the lowest priority in the tree. The author’s claim that by 

doing so congestion can be avoided [7]. 

  To identify the class traffic,SSridevietal [10], have 

usedEWMAmethod.Inthis method, traffic classifier is 

inserted into the appropriate queue depending on the traffic. 

Then Priority is assigned to each queue. Depending on the 

priority the packets are scheduled. High and low priority is 

assigned depending on the source and transit traffic.  The 

authors claim that by doing so, more bandwidth has been 

used. 

 Timeliness and also reliability has a greater impact on the 

performance of QOS.  To obtain the timeliness of the data the 

delay during the transmission over the wireless network 

should be less which also yields efficient transmission [11].  

III. PROPOSED METHOD 

WSNs have wide applications which include 

homeautomation, defense, health, environment and many 

other areas. To work in all these complex fields a good 

augment support system is required. To fulfill the WSNs 

capacity, QOS requirements must be enhanced. This can be 

achievedbysetting priorities in the existing MAC protocols. 

 

In the present work P-RPEH has been developed to 

enhance the QOS. In this method, the minimum and 

maximum nodes taken are 25 and 125 and are presented in 

the figures 1 and 2 respectively. The proposed methodology 

is presented in figure 3.All the mobile nodes deployed are in 

random fashion in the real time environment.The routing 

protocol used for implementation is Ad-Hoc On-Demand 

Distance Vector (AODV). The other protocols which are 

generally used for routing have energy constrains and 

flooding, which is overcome by using AODV.  AODV 

establishes routes to destination on demand. 

 

Then the priority to the nodes is assigned depending 

on the maximum Residual Power and Energy Harvesting 

rate.If in case the residual power is large and the rate of 

energy harvesting is small, then the priority is not assigned to 

the node. Or with small residual power and large energy 

harvesting rate, the priority is still not assigned. The priority 

is assignedonly when both residual power and 

energy-harvesting rate is maximum. 

The other nodes which lack these criteria go to the sleep state. 

For transmission of data through wireless network TDMA is 

used . 

 

 
 

Fig 1: WSN Structure with minimum 25 nodes 

 

 
 

Fig 2: WSN Structure with maximum 125 nodes 
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Figure 3: Proposed Methodology 

 

The QOS performance parameters which are considered for 

the evaluation is listed below: 

 

3.1 Bandwidth : 

Bandwidth is calculated based on the RREQ (Route 

Request)Packets. These packets arethen sent to the 

destination node. These RREQ packets by the total amount of 

simulation time in the network, is expressed in equation (1) 

which denotes allocation of bandwidth.The source node at 

the initial stage checks theavailability of bandwidth. The 

RREQ packet is sent by the source if there exist a minimumof 

one time slot that is free at that instant of time, then the source 

sends a RREQ packet. If there isresponse within a fixed time 

period, then thenode which is the source node again sends the 

RREQ packet. If in case the response packet (RREP) is 

received, the path is set up for transmission. Once the path is 

set,the source node is responsible for allocating the time slots 

for starting thetransmission. During the process of path set up 

if there are three consecutive failures in finding thepath 

between source and destination, the source node aborts itself 

in sending the RREQ packets. 

       

           
 

 
       …….. (1) 

 

Where  denotes the RREQ Packets sent to the destination 

nodein kbpsand  is the total simulation time in seconds. 

 

3.2 Energy Consumption: 

If there are more number of nodes,the energy consumption is 

also more. A node drops some amount of energy for every 

packet transmitted orreceived, which is presented in 

equation(2) 

  

        
 

 
 ……… (2) 

 

Where E is the amount of energy drop in joulesforthe 

transmission of each packet and N is the total simulation time 

in seconds. 

3.3 Delay: 

Delay is computed by the formula presented in equation 3, 

delay is nothing but the time that is taken by each packet hop 

from the sender to the receiver node. 

 

                                … (3) 

       n = number of hops. 

The unit for delay measurement is in seconds. 

 

 

        3.4 Throughput: 

Throughput is computedas the number of total packets that 

are received by the destination node tothe total value of 

network time, aspresented in equation (4). 

            
 

 
 ………… (4) 

Where T is total number of received packets at the 

destination node. N is the total simulation time in seconds. It 

is measured in kilo bytes per second.  

 

3.5 Packet Delivery Ratio: 

The packet delivery ratio is calculated based on the number 

of packets that are actually sent from the source node to the 

number of packets that are received by the destination node. 

Equation (5) presents the same. 

                       
   

 
    …. (5) 

 

S: The number of packets which are sent by the source node 

W: Thenumber of packets that are received by the destination 

node. 

It is obtained in terms of percentage. 

    

The simulation procedure used for the proposed scheme: 

 

Begin 

1. Spread out all the nodes randomly in the real time 

environment. 

2. Apply  AODV routing Algorithm 

3. Then apply the concept of priority to nodes.The priority is 

assigned based on P-RPEH method. 

4. The remaining nodes goes to sleep state. 

5. Evaluate the QOS performance parameters. 

6. Generate the graphs respectively. 

End 

 

Following the above procedure, the QOS graphs were 

generated. The parameters used for  simulation are indicated 

in the Table 1 

 

Routing algorithm AODV 

Priority based on Residual Power +Energy 

Harvesting Rate 

Simulator used NS2  

Simulation start 

time 

0.000000000 sec 

Simulation End 

time 

50.00000000 sec 

Random Mobility 

Model 

Random Way point 

Propagation Model Two-ray Ground 

Traffic Model Constant bit Rate (CBR) 

Number of mobile 

nodes (Fixed 

Nodes) 

25, 50, 75, 100 and 125 
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Channel Model Omni Antenna 

Packet Size 512 

Network Interface 

types  

Wireless ad-hoc 

MAC Type  MAC/802_11, TDMA 

Performance 

parameters 

Bandwidth by RREQ packets, 

Delay, Energy Consumption and 

Throughput 

Table 1 

IV. SIMULATION RESULTS 

Here in section  four the simulation results are discussed. The 

PRIN MAC and PRIMA Protocols were compared with 

P-RPEH, the present work.   

 

The parametersconsidered for comparison are: 

 

a. Bandwidth versus Number of Nodes 

b. Energy versus Number of Nodes 

c. Delay versus Number of Nodes 

d. Throughput versus Number of Nodes 

e. Packet delivery Ratio versus Number of Nodes. 

 

4.1 .Bandwidth v/s Number of Nodes:  

The allocation of resource such asbandwidth for the nodes 

which are of different sizes in the real time environment for 

various protocols wastaken into consideration. They were 

compared with the proposed new protocol.  The comparison 

of graph is presented in the figure 4.  It is clear from the graph 

that by varying the size of the nodes the size of bandwidth 

hasalso increased.  The point to note here is that our present 

work gives a significant rise in bandwidth over the other two 

protocols.  

 

4.2 . Energy v/s Number of Nodes: 

The consumption of energy likewise for various protocols 

was taken into consideration, and compared with PPREH, the 

proposed protocol.  The graph with respect to energy v/s 

Nodes for different protocols isshown in figure 5.  It is 

evident from the graph that asthere is increase in the size of 

the nodesthere is a decrease in the energy consumption.It also 

clearly indicates that the P-REPH protocol gives a significant 

low consumption of energy over the other two protocols.  

 
 

 

Figure 4: Number of Nodes vsBandwidth 

 

 
 

 

Figure 5: Number of Nodes vsEnergy 

4.3Delay v/s Number of Nodes: 

The delay versusthe node Number for different protocols is 

presented in figure 6.  It can be observed that as the number of 

nodes are increasing,delay decreases in general. Until 110 

nodes the delay decreases greatly for P-RPEH protocol.  

There after there is a marginal increase in delay compared to 

PRIMA, but it is still better than PRINMAC. This result is 

further discussed in the bar graph at a later point in this paper. 

 

4.4Throughput v/s Number of Nodes: 
The next parameter throughput may also be considered as one 

of the important parameters to measure QOS.  The graph for 

the nodes of different sizes in the real time environment for 

various protocols is present in figure 7.  It is evident from the 

graph that as the node size increases the throughput also 

increases.The inference we draw from the graph is that there 

is a significant increase in throughput from the newalgorithm 

when compared with the other two existing protocols. 

4.5 Packet Delivery Ratio v/s Number of Nodes: 
The results of packet delivery ratio v/s the number of nodes is 

presented in figure 8. When the results of  Packet delivery 

ratio of P-RPEH is compared with the PRINMAC and 

PRIMA protocols.The graph illustrates that asand when the 

size of the nodeincreases, the packet delivery ratioalso 

increases.Up tonode 100  there showsan increase in the 

packet delivery ratio for the protocol that is newly proposed, 

but after that the level of increase for the algorithm that we 

have developed is almost same when compared with the other 

two protocols.  
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Figure 6: Number of Nodes vsDelay 

 

 
 

 

Figure 7: Number of Nodes vsThroughput 

 

.  

 

Figure 8: Number of Nodes vsPacket Delivery Ratio. 

 

The QOS parameters for all approaches are compared.  

After the comparison it is observed that the QOS 

parameter of our work yieldssignificantly better results 

than the existing ones which are PRINMAC and 

PRIMA protocols. The QOS parameters of interest of 

the newly developed protocol compared with the 

existing ones are presented in bar graph from figure 9 to 

figure 13. It is clearly evident from the figures that 

ournew proposed protocol outperforms better in the 

QOS parameter terms such as Bandwidth, Energy, 

delay, throughput and the packet delivery ratio in our 

prioritized method. 

 
Figure 9: Comparison of Bandwidth 

 

 
 

Figure 10: Comparison of Energy 

 

 
 

Figure 11: Comparison of Delay 
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Figure 12: Comparison of Throughput 

 
 

Figure 13: Comparison of Packet Delivery Ratio 

 

The improvement in Performance of P-RPEH with the 

existing PRINMAC is presented in Table 3. 

Similarly,P-RPEH with that of PRIMAis presented in 

table 4. 

No of Nodes Parameters P-RPEH PRINMAC 

Percentage 

improvement  
(P-RPEH with 

PRINMAC) 

25 

Bandwidth 

50 43 16.28 
50 70 57 22.81 

75 100 90 11.11 

100 160 145 10.34 
125 210 198 6.06 

25 

Energy 

21.19174 21.19457 0.01 

50 21.20165 21.20345 0.01 
75 21.21302 21.21631 0.02 

100 21.222 21.22541 0.02 

125 21.23134 21.23334 0.01 
25 

Delay 

1.4127 1.4567 3.11 

50 2.3456 2.5678 9.47 
75 3.589 3.789 5.57 

100 4.117 4.3452 5.54 

125 5.8687 5.9234 0.93 
25 

Throughput 

178 156 14.10 

50 142 125 13.60 

75 129 115 12.17 
100 101 86 17.44 

125 93 70 32.86 

25 

Packet 

delivery 
Ratio 

33.987 33.756 0.68 
50 46.986 45.978 2.19 

75 50.234 49.156 2.19 

100 53.589 53.578 0.02 
125 66.998 66.912 0.13 

     

  

Table 2 

  

No of Nodes Parameters P-RPEH PRIMA 

Percentage 
improvement  

(P-RPEH with 

PRIMA 
25 

Bandwidth 

50 35 42.86 

50 70 45 55.56 

75 100 83 20.48 

100 160 138 15.94 
125 210 183 14.75 

25 

Energy 

21.19174 21.19456 0.01 

50 21.20165 21.20343 0.01 
75 21.21302 21.21703 0.02 

100 21.222 21.22723 0.02 

125 21.23134 21.23678 0.03 
25 

Delay 

1.4127 1.567 10.92 

50 2.3456 2.6789 14.21 

75 3.589 3.8077 6.09 
100 4.117 4.4567 8.25 

125 5.8687 5.189 -11.58 

25 

Throughput 

178 125 42.40 
50 142 113 25.66 

75 129 97 32.99 

100 101 65 55.38 
125 93 56 66.07 

25 

Packet 

delivery 

Ratio 

33.987 33.654 0.99 

50 46.986 44.345 5.96 
75 50.234 48.234 4.15 

100 53.589 53.234 0.67 

125 66.998 66.845 0.23 

 

Table 3 

V. CONCLUSION  

In this paper, we presented the P-RPEH, which is aQOS 

MAC protocol which improves the bandwidth as well as 

energy efficiency using priorityfor the wireless sensor 

networks. P-RPEH has combined the benefits of the residual 

power and energy harvesting rate,which aims to achieve 

significant amount of resource savings. To guarantee the 

Quality of Service, priority approach is used.  

To conserve resources, P-RPEH protocol enables the 

nodes with maximum energy to transmit the data and lower 

priority nodes to go to sleep state. This avoids wasting of 

resources and uses TDMA schedule to transmit the data for 

communication process. 

A great amount of work was carried out on P-RPEH 

Protocol. Its performance was analyzed through Simulation. 

The QOS parameters were compared with PRIMA and 

PRINMAC protocols.  From the results obtained we conclude 

that the proposed work with a new protocol outperforms the 

other existing ones in terms of bandwidth, energy, delay, 

through-put and packet delivery ratio. 

FUTUREENHANCEMENTS 

The number of nodes considered in the present work is 

from 25 to 125. The work can be enhanced to greater number 

of nodes.The delay in the system can also be further 

decreased. 
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Abstract: 

In forensic science, there are various criminal analysis techniques used such as polygraph, narco-analysis test, brain fingerprinting. In 

any criminal act, the brain is always there, planning, executing and recording the crime. The fundamental difference between a 

perpetrator and a falsely accused innocent person is that, the former, having committed the crime, has the details of the crime stored in 

the brain whereas the latter who is innocent will not have the details in the brain. Various techniques like P300, P300-MERMER 

which are classes of EEG are used in interrogating a criminal mind. An analysis of Event Related Potentials(ERP) such as Visually 

Evoked Potential(VEP) within EEG signal is mainly limited to clinical diagnostics. In our work we developed an algorithm to extract 

and classify the features of visually evoked potentials (VEP). This technique proposed can be applied in the field of forensic science. 

 

I. INTRODUCTION 

 
Forensic science is the scientific method of gathering and 

examining information about the past which is then used in a 

court of law. It is used to for the scientific assessment of DNA, 

blood samples, bones and so on. Forensic plays an important role 

in criminal investigations. There are various other scientific 

methods such as psychological test, narco analysis test, 

polygraph test, brain Mapping etc. EEG is a promising tool in 

forensic science since this is a non-invasive technique and it does 

not induce any drugs in human body. More over the EEG signals 

are directly taken from human scalp and are electrical variations 

in various parts of human brain and it is also a function of 

persons thought and emotions. Hence this is one of the best 

method to retrieve the kind of information stored in the brain. 

Novel approaches in the detection and processing of EEG signals 

and its analysis is very important since these techniques are very 

promising not only in the field of forensic analysis, but in various 

other clinical diagnosis also. Till date, various techniques like 

P300, P300-MERMER which are event related potentials a class 

of EEG signals are used to interrogate a criminal mind. In this 

paper, an analysis of a class of event related potentials that is 

visually evoked potential is proposed that can be applied in the 

field of forensic science. Visually Evoked Potentials(VEP) within 

EEG signals are mainly used in clinical diagnostics. VEP is 

exploited in the field of forensics in the present project. A visual 

evoked potential is an evoked potential caused by a visual 

stimulus, such as an alternating checkerboard pattern on a 

computer screen. Responses are recorded from electrodes that are 

placed on the back of your head and are observed as a reading on 

an electroencephalogram (EEG). These responses usually 

originate from the occipital cortex, the area of the brain involved 

in receiving and interpreting visual signals. The EEG 

(electroencephalography) based system determines whether 

specific information is stored in a person's memory or not. 

Information of a crime registered in the brain is revealed by a 

distinctive pattern in the VEP (Visual Evoked Potentials) 

extracted from EEG. We are presently demonstrating this by the 

variation in the EEG pattern for a particular class of images. 

These variations may be observed for features extracted from 

persons EEG signals and a level of abnormality in the feature 

values can be utilised for further analysis. There are number of 

methods used in the extraction of features from EEG signals. 

Asish Panat et all, [1] uses wavelet transform to extract the 

features related to the mood/emotions of a person. A real time 

data of 256 samples per second is were used in the analysis. Four 

level decomposition of wavelet transform was implemented for 

feature extraction. The Statistical Parameters considered were 

mean, standard deviation, variance, skewness, entropy, power, 

and RMS value. It is observed that there is a significant change in 

the values calculated for RMS value, Power and Entropy of the 

signal when calculated for the EEG of the person when he is in 

‘Angry’ mood and when he is in ‘Sad’ mood. Then values of 

features Power and RMS value of the data hold the higher values 

in case of the Angry emotion as compared to the Sad emotion, 

whereas, the values of feature Entropy show a lower value in the 

Angry emotion as compared to the sad emotion. Murugappan [2] 

et all, used the combination of surface Laplacian (SL) filtering, 

time-frequency analysis of wavelet transforms (WT) and linear 

classifiers are used to classify discrete emotions (happy, surprise, 

fear, disgust, and neutral). The validation of statistical features 

was performed using 5-fold cross validation. In this work, K 

nearest neighbour (KNN) outperformed linear discriminant 

analysis (LDA) by offering a maximum average classification 

rate of 83.04% on 62 channels and 79.17% on 24 channels, 

respectively. 
 

Methodology. 

We have analysed Visually Evoked Potential (VEP) within the 

Electroencephalographic (EEG) signals by extracting its features 

and classifying them. We have extracted the following features of 

Visually Evoked Potential (VEP) signals. 

 Variance 

 Standard Deviation 

 Simple Square Integral 
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 RMS 

 Waveform Length 

 Entropy 

EEG response after viewing different pictures (visual stimuli) 

was stored in three classes i.e. stimulus1 (S1), stimulus2- match 

(S2-match) and stimulus2- no match (S2-no-match). The EEG 

signals which were obtained after viewing repeated pictures (S2 

repeated as S1) were categorized as “match” group and the EEG 

signals obtained after viewing non- repeated pictures (S2 is 

completely different from S1) were categorized as “no-match”. A 

random EEG signal corresponding to S1 is taken and classified 

into either match or no-match using KNN classification 

technique. For this particular classification technique, the above 

mentioned features are extracted using wavelet transform. These 

features are extracted using wavelet transform with the help of 

six-level wavelet decomposition. With the help of these extracted 

features, the EEG signals were classified into “match” group and 

“no-match” group using K-Nearest Neighbour (KNN) 

classification  technique. The bock diagram of the proposed 

model is as shown in figure 1. It consists of testing and training 

signals. The testing data contains 10 EEG signals (S1 stimuli) 

and training data has 20 EEG signals (S2 stimuli with both 

‘match’ and ‘no-match’). The wavelet decomposition and feature 

extraction are implemented on both the testing and training 

signals. The features of testing signals are compared with the 

features of training signals and based on close resemblance of 

features with the training signals, the testing signals are either 

classified into either ‘match’ or ‘no-match’ group using KNN 

classification technique. 

 

 

Figure.1. Block Diagram of the Model 

 

 
Figure.2. Visual Evoked Potential signal (input signal) 

Wavelet Decomposition 

In wavelet decomposition, the EEG signal is divided into a 

number of segments depending upon the decomposition levels 

used and the input to the wavelet transform is shown in above 

figure 2. The input shown in figure 2 is a visual evoked potential 

signal in which the potential is evoked by showing a visual 

stimulus. In our case the visual stimulus is the image which falls 

under match and no-match category. We have used a six-level 

wavelet decomposition technique. This results to six decomposed 

segments. The mother wavelet used is Daubechies. During 

wavelet decomposition, down sampling (decimation) is used after 

every level of decomposition and for this reason, the number of 

samples keeps on reducing with the increase in the number of 

decomposition levels as shown in figure 3. 

 

 
Figure.3. Decomposed Signal 

 

Feature Extraction 

Six statistical parameters like Variance, Standard Deviation, 

Simple Square Integral, RMS, Waveform Length and Entropy are 

calculated. The features are calculated on each component of the 

decomposed signal individually[7]. Figure 4 shows the plot of 

extracted features of an EEG signal which consists of six plots 

for six features separately. The first one is the plot for standard 

deviation in which x-axis shows six decomposed signal level and 

y-axis shows the magnitude values of standard deviation. In a 

similar way, variance, simple square integral (energy), entropy, 

waveform length and RMS value are plotted in figure 4. 

 

 
Figure.4.  Extracted features of an EEG signal. 
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Classification 

Using the extracted features, the EEG signals are classified into 

either ‘match’ or ‘no-match’ group. First, the Euclidian distance 

between the testing signal and training signal are calculated, that 

is, the Euclidian distance is calculated between the signal 

corresponding to S1 stimulus and S2 stimulus (match/no-match). 

It is given by: 

2
 

If the testing signal lies nearer to ‘match’ training signal, then the 

testing signal is classified into ‘match’ group else it is classified 

into ‘no-match’ group. Figure 5 shows the K -Nearest Neighbour 

plot for a single testing signal with only one feature being 

considered i.e. variance. 

 

 
Figure.5. KNN Plot of a single testing signal 

In figure 5, the Euclidian distances of the variance between a 

single testing signal and each of the 20 training signals are 

calculated. If the distance between the testing signal and the 

‘match’ training signal is least i.e. if the distance is closer to zero, 

then the testing is classified into ‘match’ group otherwise the 

signal is classified into ‘no-match’ group. 

 

Results 

In order to group a testing signal into ‘match’ or ‘no-match’ 
using K -Nearest Neighbour classification technique, the value of 

K was varied from 3 to 11. The best results were obtained for 

K=7 where 9 out of 10 testing signals were classified into 

‘match’ group thereby giving a classification accuracy of 90%. 

Blue plus indicates match class and pink circle indicates no 

match class. 
 

 
Figure.6.  KNN plot of all the ten testing signals. 

The Euclidian distances of all the features between 10 testing 

signal and each of the 20 training signals are calculated. If the 

distance between the testing signal and the ‘match’ training 

signal is least i.e. if the distance is closer to zero, then the testing 

signal is classified into ‘match’ group else the testing signal is 

classified into ‘no-match’ group. In figure 6, nine out of ten test 

signals comes under match class with 90% efficiency. 

 

II. CONCLUSION 

 

In this work, a person’s response to the visual objects is studied. 

It states that if a person is subjected to different types of visual 

inputs, different variations in EEG were obtained which 

facilitated in classifying the signals into different classes. The 

extracted features using wavelet decompositions and further 

classification shows 90% efficiency. We hereby propose that, in 

criminal investigations we can use this method by analysing the 

familiarity of the person with the crime scene. If the person is 

familiar with the crime scene, there is 90% chance that, his/her 

VEP signal falls under the category of match signal. 

 

III. SCOPE OF FUTURE WORK 

 

Till date the forensic analysis using EEG signals is concentrated 

to standard studies of P300, P300-MERMER Polygraph etc. The 

present project proposes to record deviations in EEG signals and 

use the same to decipher the sanctity of an event occurred in past. 

This idea, after further studies may be of helpful in forensic 

detection of mental thoughts. 
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Abstract—The tremendous growth in usage of internet technology has led to the development of various wireless networks. One of the 

wireless networks that have gathered lot of attention is Wireless Mesh Network (WMN). WMN is being preferred because of its numerous 

advantages such as better coverage area, communication with other networks, low energy consumption, cost effectiveness, increased network 

capacity and is compatible with all IEEE 802.11 standards. However there are several challenges degrades the network performance. 

Normally WMNs adopts shortest path algorithm for route establishment and most of the existing algorithms are not fully accounting the 

factors that impacts network performance, which in turn introduces unbalanced load distribution issues in the WMN.  The design of a novel 

delay-based link quality metric is given in this paper which utilizes the real-time statistics from the wireless driver to consider the wireless 

contention, congestion, and channel loss. The proposed delay metric is additive in nature and introduce less routing overhead compared to 

existing mechanisms. Simulation results illustrate that the proposed DBL-AODV protocol significantly enhances the performance of the 

network by reducing the routing overhead and the routes having high delay are avoided from the process of packet forwarding compared to 

the standard protocol. 

Keywords—Delay, Load balancing, AODV,WMN 

I.  INTRODUCTION 

WMN is a multi-hop wireless network comprising of Mesh 

Gateway (MG) connected to wired systems. Mesh Routers 

(MR) forwarding the traffic to Internet Gateway and Mesh 

Clients (MC) are the end users. Mesh nodes are tiny radio 

transmitters which operate similar to that of a wireless router. 

These nodes deliver the packets as per the destination even 

when the nodes are not directly connected. Thus mesh 

network is reliable even when one of the nodes is not 

effective. WMN [1] has advantage over Mobile ad hoc 

network (MANET) by providing high broadband internet 

access in which clusters of stationery mesh routers with each 

one supporting multiple radios. Some wire connected MRs 

behaves as internet gateways (IGWs) to other MRs and 

provides internet connection.  

Features of WMN: Wireless mesh network is a multi-hop 

wireless network. This provides connectivity even to the 

users in the non-line of sight conditions and hence increases 

the throughput. In this way they provide reliable 

communication than the cellular networks. WMNs exploit 

IEEE 802.11 radio technology and are easily integrated with 

the other wireless networks such as wireless sensor, cellular, 

wireless fidelity (Wi-Fi), WiMedia, worldwide 

interoperability for microwave access (WiMAX) etc. through 

the mesh routers which are equipped with multiple 

interfaces. 

 

WMNs have highly adaptable network architecture, easier 

deployment and configuration, robust and reliable service 

coverage, lower operation cost and require less installation 

time. They are self-configuring; the network spontaneously 

includes a new node into the existing structure without the 

involvement of a network administrator. They are self-

healing; the network automatically identifies the most secure 

and the fastest path to transmit the data, even if the nodes 

fail. As more and more nodes are installed in the network, 

the network becomes wider and faster. WMN can also be 

used for wide variety of applications such as transport 

systems, wireless sensor network, surveillance system, 

broadband home networking, building automation, health 

and medical system, community and neighbourhood 

networking. 

 

Some of the basic routing metrics in wireless mesh networks 

are: Hop count is the basic routing metric which determines 

the path with minimum number of nodes between the source 

and destination. It is the simplest routing metric and is 

commonly used with AODV, DSR, DSDV routing protocols. 

However it doesn‟t take into consideration the transmission 

rate and packet loss.  
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Expected Transmission Count (ETX) is the number of 

transmissions required to successfully transmit a unicast 

packet on a link. The ETX of a path is the total summation of 

ETX of each link along that path. The ETX of a link is 

measured by 

 ETX=1/((Df×Dr))                                    (1) 

where, Df is the forward packet delivery ratio. Dr is the 

reverse packet delivery ratio. This routing metric considers 

only the packet drop ratio and do not consider transmission 

rate.  

 

ETT is defined as the time required to successfully transmit a 

packet at the MAC layer. It is an extension of ETX and 

considers average size of the packet and bandwidth of the 

link 

ETT=ETX×S/B      (2) 

where, S is the average packet size and B is the bandwidth. 

This routing metric increases the network throughput and 

doesn‟t consider the traffic-load and interference of a link.  

 

WCETT routing metric is an extension form of ETT. The 

WCETT metric of a path say „p‟ is defined by 

     ( )  (   )∑                                       (3) 

where,   is the tunable parameter ranging between 0 and 

1.Xc is the total summation of the links that are on channel 

„c‟, „k‟ describes different channels used in transmission 

path. WCETT has all the advantages of ETT except 

isotonicity. This routing metric considers intra-flow 

interference and doesn‟t take into account inter-flow 

interference. Metric of interference and channel switching 

(MIC) considers intra-flow interference, inter-flow 

interference and also supports load balancing. Since MIC is 

an improvement over WCETT, it considers the isotonicity of 

the path.  

 

The MIC is a combination of two components, IRU and 

CSC.The MIC for a path p is defined by 

   ( )  
 

(     (   )    )
 ∑      ∑                     (4) 

where, N is the total number of nodes in the network. 

Since wireless mesh networks are a type of packet switching 

networks, the routing protocol directs the packets from their 

source to their final destination through intermediate nodes. 

Several routing protocols exist for these types of networks 

[1]. Each protocol adopts a routing strategy. Based on these 

routing strategies, the mesh routing protocols are 

characterized into Proactive routing, Reactive routing and 

Hybrid routing protocols. 

 

Low Capacity, management of the traffic and gateway nodes 

and end to end fairness problem are the major issues in the 

employment of WMNs. In order to reduce the existing 

challenges in WMNs load balancing plays a vital role. The 

entire paper is organized as below. The related work is 

discussed in Section 2. The suggested novel routing scheme 

is defined in section 3. The simulation results, performance 

comparison and analysis are presented in section 4. Lastly we 

have drawn inference in section 5. 

 

II. RELATED WORK  

In [2], authors have described a load balancing Multipath 

protocol MM-AOMDV. This protocol takes the advantages 

of multipath routing protocol in order to decrease the Route 

Discovery overhead. MM-AOMDV determines less 

congested routing paths bearing higher probability of 

transmission using metrics like load on the channel, remnant 

energy at node and channel access contentions. Thus, MM-

AODV sets off route maintenance procedure less number of 

times compared to AOMDV.  

 

The authors [3] have proposed a novel traffic predicting 

multipath routing algorithm called MRATP which comprises 

three important tasks such as multipath routing, congested 

discovery and load balancing. The results obtained show that 

MRATP performs effectively when compared with other 

algorithms due to its high scalability, better adaptability, 

desirable success ratio, robustness and lower end to end 

delay. 

 

A prediction based adaptive load balancing (PALB) 

mechanism [4] has been proposed for MANETs. The PALB 

mechanism operates on wavelet analysis. The prediction of 

network traffic permits minimum congestion in traffic by 

adaptive distribution of traffic load among multiple disjoint 

paths thereby reducing packet dropping probability and end-

to-end packet delay which in turn balances the network‟s 

energy consumption. 

 

Adriana Hava et.al [5] has presented a novel load balancing 

algorithm that enhances QoS measures of videos in Wireless 

Mesh Networks. This novel mechanism achieves load 

balancing across the nodes by constantly evaluating the 

performance at WMN nodes and forwarding traffic to less 

congested nodes in the WMN. It employs a novel hybrid 

hierarchical architecture which is an amalgamation of 

centralized and distributed approach. The simulations 

performed depict that the proposed solution achieves better 

results over the classic approach. 

 

The authors Huaiyu Wen et.al [6] has proposed a cross layer 

routing protocol for load balancing. The optimal path is 

discovered by using packet delivery rate and node load as 

performance parameters and by considering default hop 

count metric and cross-layer data of MAC layer. The main 
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drawback of the proposed protocol is that it fails to achieve a 

high throughput while keeping a minimized end to end delay. 

 

The mechanism in [7] employs routing and MAC scheduling 

to provide rigorous time delays for delay-sensitive traffic. 

The routing is implemented in MAC layer of the IEEE 

802.16 mesh network using its specific features. The next 

hop node is determined by every node of the network on its 

own by utilizing pseudo-random election algorithm in 

coordinated distributed scheduling of the standard IEEE 

802.16. Thus the algorithm renders itself scalable by working 

in a distributed manner and the possible path loop is avoided 

by developing a loop cancelling mechanism. 

 

Interference Delay Aware (IDA) Routing Metric [8] is the 

integration of Cumulative inter-flow Load Interference 

(CLI), Channel Switching Load Cost (CSLC) and Estimated 

Transmission Delay (ETD). 

 CLI considers the interflow interference caused by the 

interfering nodes and is defined as 

CLI (P) = ∑       
 

         
  ∑ ∑    

            
      

            
 (5) 

where,          
 =Link between Node x and y over a 

channel „C‟ for path „P‟ 

U   
  = union of interfering nodes        respectively 

within two hops during transmission. 

   
   = Transmission time required by the Node j to 

carry traffic load through channel „C‟ and is defined by                   

                                              
   =

   
 

 
                                      (6) 

where,      
  =Queue length  

S=Packet size  

B=Bandwidth  

Channel Switching Load Cost (CSLC) considers the intra 

flow interference within two hops. It is given by  

 CSLC(P) =∑                                               (7) 

    =Intra-flow interference factor of node j. 

 

In our work we have proposed a modified AODV protocol 

called Delay Based Load Balancing Ad-hoc on Demand 

Protocol (DBL-AODV), which considers response time of all 

nodes along the path as a routing metric for route discovery. 

 

III. DELAY BASED LOAD BALANCING AODV 

PROTOCOL 

The DBL-AODV protocol performs the following 

modifications to the existing protocol during routing:  

 Route selection is based on the hop count and response 

time 

 Whenever response time increases, packets are routed 

via alternate paths  

 Based on the response time RREQ packets are considered 

or discarded 

Delay Based Load Balancing AODV Protocol (DBL-AODV) 

is a modification of the standard AODV protocol. It uses 

response time as routing metric to opt the best path to the 

destination. The proposed method finds end-to-end delay for 

all the available paths to the destination during route 

discovery. The source node broadcasts RREQ towards the 

destination node. If route request message reached in the 

neighbour node or rely node, this node has to find the delay 

of the route request and it updates in routing table and checks 

its sequence number to find the freshness of route request. 

Sequence number is updated in its own routing table by rely 

nodes. The destination node finds the overall delay and it to 

be updated in route reply message. The path with higher 

delay indicates that it is heavily loaded and the path with 

least delay indicates the path is not congested. Once the 

source node gets a route reply, it selects the best route having 

minimum delay and avoiding packet transmission via 

congested route thus increasing the overall performance of 

the WMN. The flow chart of the DBL-AODV is as shown in 

Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Flow Chart of DBL-AODV Protocol 

 

The delay at every node in WMNs is an aggregation of 

different delays like input queuing delay, transmission delay, 

propagation delay, retransmission delay, processing delay 

and output queuing delay. The network delay analysis 

involves splitting of packet delay into a series of node delays 

where delay at each node is defined as the difference in 

interval of packet arrival at a node and the next node. Thus, 
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the equation below determines that the nodal delay can be 

decomposed into its component delays as shown.  

 nodal =  proc +  queue +  trans +  prop (8) 

The processing delay  procat each node is explained as the 

period of time exploited by a node for detecting errors, 

searching a feasible link for further transmission based on 

destination address and time for interpreting packet header 

while a packet is being processed. Although the processing 

appears complicated, this kind of delay is normally 

insignificant in contrast to other time delays. The time 

utilized for placing a packet into the communication media is 

the transmission delay  transand the below equation represents 

the computation of the same. 

   trans =  
 

 
   (9) 

 

where L represents packet length in bits and  R gives the rate 

of transmission in bits per unit time. The time duration 

expended by a packet in a queue for allowing the 

transmission of other packets moving across the same link is 

called queuing delayτqueue.The queuing delay   queueand the 

transmission delay  transare relatedby the following equation. 

τqueue   τtrans* Lqueue                                  (10) 

whereLqueue denotes the average length of queue and it relies 

on load factor.Load factor is described as the ratio of 

attempted link transmission to the maximum rate of link 

transmission. For a load factor of less than 0.5, the typical 

mean queue length will be less than 1. The queue length 

increases when the load factor exceeds 1. The transmission 

delay is the significant constituent of the node delay for a 

rarely loaded link. However, queue delay prevails for a 

densely loaded link. 

The propagation delay τpropis defined as the duration that 

a signal utilizes for propagating from one node to the other 

via communication medium. It is derived by the following 

equation. 

                  prop =
 

 
    (11) 

              ∑ (      )                           (12) 

where, τn represents response time of the RREP packet n 

i denotes a node on the path n 

Di represents internal delay in node i precluding the extra 

delay added. 

τWRj is the delay in generating RREP packet in response to 

RREQ packet. 

τp represents the propagation delay. 

Internal Delay is given by 

                                                               (13) 

where  Rrepresents RREQ/ RREP packet receiving delay 

 Proc is the processing time of a packet 

 Fi stands for the packet forwarding time in node i. 

IV. PERFORMANCE EVALUATION 

We conducted a number of simulations to evaluate the 

effectiveness of the proposed algorithm over standard AODV 

protocol. The performance of the DBL-AODV and standard 

AODV are compared in terms of throughput, total number of 

packets received, end to end delay and jitter. 

The simulation environment consists of 25, 36, 49, 64 and 81 

node densities which are placed randomly in a 1500m x 

1500m area. The traffic is generated from three sources and 

traffic type chosen is Constant Bit Rate with each packet 

having size of 512 bytes. The simulations are run over 300 

seconds.  

The other parameters used for performance analysis are listed 

in Table 1. 
Table 1. Mesh Network parameters in simulation 

 

In the simulation, the performance of DBL-AODV is 

evaluated and compared with Ad hoc On-demand Distance 

Vector routing protocol (AODV).From Figure 4 it is 

observed that AODV gives lesser throughput since packets 

are forwarded through the shortest path irrespective of the 

load along the path whereas the DBL-AODV considers the 

response time as a parameter for route selection. Based on 

the response time proposed protocol changes the route 

discovery process. In DBL-AODV packets are forwarded 

through the path having lesser response time and lower hop 

count among the all available paths to the destination. Hence 

proposed protocol gives higher throughput as compared to 

the AODV protocol. From the Figure 3, it is also observed 

that when node densities increase, the performance of the 

AODV decreases but DBL-AODV yields higher throughput. 

For lower node densities, the performance of the proposed 

protocol is increased by 5% but for higher node densities, the 

performance of the DBL-AODV is increased by 15% 

compared to AODV protocol which is even true for total 

number of packets received. From Figure 5, it is seen that 

end to end delay for DBL-AODV is lesser than the AODV 

protocol since it avoids the packet transfer through the highly 

congested path. For the higher node densities, delay is very 
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much less than the AODV protocol. This is even same for the 

Jitter. 

Table 2.  Throughput Comparison 

Node Density AODV DBL-AODV 

25 296406 301138 

36 187938 218924 

49 125380 286159 

64 86255.1 159105 

81 111987 138974 
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Figure 3. Variation of throughput v/s node densities 

 

Table 3. Total Messages Received 

Node Density AODV DBL-AODV 

25 21707 21788.7 

36 13702 15707 

49 9180.33 17725.5 

64 6314 11410 

81 8197 10000.3 
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Figure 4. Variation of total messages received v/s node densities 

 

 

 

Table 4.  End to End Delay Comparison 

Node Density AODV DBL-AODV 

25 3.8457 2.43911 

36 3.48773 2.98289 

49 1.50114 1.45233 

64 0.73018 0.6242 

81 2.70725 1.0865 
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Figure 5.Variation of End to End Delay v/s node densities 

 
Table 5.  Jitter 

Node Density AODV DBL-AODV 

25 0.01224 0.01107 

36 0.02336 0.01284 

49 0.03944 0.00509 

64 0.067 0.05347 

81 0.05494 0.00713 
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Figure 6.Variation of Jitter v/s node densities 

V. CONCLUSION AND FUTURE SCOPE  

In this work, DBL-AODV protocol is proposed which 

balances the load in the network by considering delay as the 

routing metric while performing the route discovery process. 

The DBL-AODV routing protocol adopts the best route with 

possible minimum delay and hop count, thereby overcoming 

the limitations of the existing multipath routing protocol. 

From the results it is clearly evident that DBL-AODV 

outperforms AODV in terms of throughput, total number of 



International Journal of Computer Sciences and Engineering                                        Vol.7 (5), May 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        506 

packets received, delay and jitter. The overall performance of 

the wireless mesh network is improved by around 5% for 

lower node density and around 15% for higher node density 

as compared to the standard AODV protocol.  
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Abstract — Mesh Wireless Networks provide encouraging approach to provide network connectivity to 
the users at low cost. Wireless Mesh Networks became an important research area nowadays due to many 
of its advantages. Wireless Mesh Network uses Hybrid Wireless Mesh Routing Protocol (HWMP) 
protocol as a default path selection protocol and Air Time Link Metric (ALM) as default metric. HWMP 
is a MAC layer protocol used to create a path from source to destination. Even though HWMP is a 
default path selection protocol for 802.11s, many challenges remain unresolved, especially in routing. The 
results of many researches reveal that Control overhead is the main cause for not achieving scalability in 
all types of networks. In this paper, we have proposed a localized route repair mechanism named Scalable 
Local Route Repair-Hybrid Wireless Mesh Protocol (SLRR-HWMP) for Wireless Mesh Network. The 
proposed routing mechanism shows better performance in terms of throughput and end to end delay, 
especially in a large network; and hence provides scalability. This paper also shows the comparison of 
SLRR-HWMP and HWMP in terms of Throughput and end to end delay. Qualnet simulation tool is used 
for evaluating the proposed mechanism. The results shown by evaluation reveal that proposed routing 
technique shows better results compared to HWMP protocol. 

Keywords - WMN- Wireless Mesh Networks, HWMP- Hybrid Wireless Mesh Protocol, Scalable, Local Route 
Repair. 

I. INTRODUCTION 

Mesh Networks are getting popular because of flexible infrastructure for providing Internet. WMN acts as a 
backbone network, so that different networks can be integrated and form a Mesh network. WMN uses existing 
infrastructure rather than creating new infrastructure. So WMNs are very helpful especially in rural areas where 
there is no enough infrastructures for forming a network. WMN combines the features of Different networks 
such as WLAN, Ad Hoc, mobile networks and other types of networks. WMN shows many advantages 
compared to other types of networks. WMN have characteristics of self-reliance, self-ruling and self-serving. 
So, managing of WMN is also easier. WMN with the above-mentioned advantages becomes an interesting topic 
for the researchers. WMN is an extension of an existing Wireless Local area network designed to provide 
scalability. 

A. Architecture of wireless Mesh Networks. 

Architecture of WMN consists of Mesh Points (MP), Mesh Access Points (MAP), Mesh Portal Points (MPP) 
and Stations (STA)[1][3] as shown in figure 1. 
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Fig.1 

Mesh Points/Mesh Routers (MP) acts as backbone routers for forwarding the traffic from source to destination. 
Most of the functionalities are implemented in Mesh Points. Mesh points act as a router forwarding a packet 
from source to destination. Mesh Points are provided with multiple interfaces to accept the requests from 
various types of Wired/Wireless stations, Mesh Access Points (MAP) and Mesh Portal Points (MPP). Mesh 
Access Points (MAP) are stations situated in between mixed type of stations and Mesh Routers. MAP is 
responsible for providing interface to 802.11 stations and Mesh Points. Mesh Portal Points (MPP) act as an 
intermediate node between Mesh Points and 802.3 networks. MPPs serve as gateways for non mesh network. 
Mesh Stations are devices, which take part in exchanging of messages to/from wireless mesh networks. Mesh 
stations are equipped with NIC card and protocol stack and can connect to the mesh routers. Mesh Stations can 
communicate with mesh network through Mesh Routers, MAP or Mesh Portal Point. 

The rest of the paper is organized as shown below: Sector II gives the working of HWMP Protocol, Division III 
gives the related work, Section IV sheds light on proposed routing mechanism, Algorithm and Mathematical 
model for proposed mechanism, Section V gives a brief overview of Routing metric used by HWMP protocol, 
and Section VI discusses Simulation Parameters, Results and discussions. 

II. HYBRID WIRELESS MESH PROTOCOL 

A. Route Discovery Process 

The default route selection protocol for Wireless Mesh Networks is HWMP [2]. Path selection is nothing 
but finding a way to reach a given destination. The source that needs to find a route to the destination uses route 
discovery process. The source sends a Path Request (PREQ) frames to all their neighbors. PREQ frame is 
attached with Source MAC address, Destination MAC address, Path discovery ID, Time to Live (TTL), Hop 
count to originator, Metric and Target count and other fields [1]. If any of the neighboring nodes is a target 
address, it replies with a Path Reply (PREP) Frame else forwards the PREQ frames to their neighbors. This 
operation continues till it out reach the destination. While forwarding the PREQ frames to the next nodes, each 
node decrements the TTL, modifies hop count and metric to determine hop count and metric to the originator. 
Each station also discards PREQ frame, if the same frame reaches the nodes again. Each station uses the sequence 
numbers to discard the redundant frames. Once the PREQ frame reaches the destination, the destination learns the 
better hop count to originator. Then the destination sends PREP Frame to the originator through nearest route 
calculated; based on least hop count or metric. The PREP frame consists of Target MAC address, Hop count to 
the Target, Metric, TTL and other fields.  The originator uses this path to forward the data frames. The Process of 
route discovery process is shown in figure 2. 
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Fig.2: PREQ packets from source node. 

Initially Source node A13 sends PREQ request to their neighboring nodes. These neighbor nodes forward the 
PREQ frames until it reaches destination node A12. When node A12 receives PREQ frames,it finds the shortest 
route towards source and PREP will be sent back towards A13.The PREP sent by the destination node is shown 
in fig 3. The route formed by this process is A13-A8-A9-A10-A11-A12. 

 
Fig.3: PREP packets from destination node 

B. Route Maintenance in HWMP 

When error occurs in nodes or links due to occurrence of faults; sends RERR frame to precursor nodes. 
Precursor nodes maintain the route information related to path.  After receiving the Route Error (ERR)/ Path 
Error (PERR) frames each node checks and invalidates the path, which is affected by errors; and forward RERR 
frames towards source. The source also invalidates the existing path towards destination and reinitiates path 
discovery process as shown in figure 2. 
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Fig.4: RERR from immediate neighbor node 

As shown in fig 4, when the link between the nodes A9 and A10 is broken due to faults; usually it broadcasts the 
RERR frames to their neighbors. RERR frame are forwarded until they reach source node. Even though RERR 
contains minimum fields, it causes more overhead in a large network. 

Here considering this problem; solution is worked out to avoid too much overhead. When node receives RERR 
frames, it unicast RERR frames to source; instead broadcasting. As shown in figure 3, the origin node begins 
route discovery process, when it receives RERR frames from node A8. 

III. RELATED WORK 

Some Researchers have proposed self-healing mechanisms for Wireless Mesh Networks. 

S Menaka and M K Jayanthi [4] shed light on construction of stable route for Mobile Ad hoc network in the 
event of a link/node failure due to the movement of nodes. They proposed a new idea of finding a stable route 
using a cross layered routing metric. They stated that once the link/node is failed, the connectivity would take 
time to resume therefore steadiness of way is important in routing. Hence the authors considered stability factor 
and Received Signal Strength of a link as a metric. Here the researcher has found the principle that prevention is 
better than cure i.e. even before the connectivity is disconnected, routing scheme gracefully selects an alternate 
route. The researchers have considered Dynamic Source Routing (DSR) protocol to design a new approach. 

Michel Bahr [5] describes his proposed routing for IEEE 802.11s mesh network. IEEE 802.11s standard supports 
multi hop routing. The Bahr revealed new mesh data frame format for 802.11s standard. He also defined the 
format of frames and working of HWMP. The routing in Mesh Network is different from routing in Ad hoc 
network. In WMN, the nodes/routers/Mesh Points are static in nature and in Ad hoc network the stations are 
mobile in nature. WMN acts as a backbone for Wireless LAN Access points. Ad hoc network uses different 
routing protocols such as Ad hoc on demand Distance Vector Routing (AODV) protocol and Dynamic Source 
Routing (DSR). Since the architecture of Mesh wireless network is different from Ad hoc Network, the protocols 
designed for Mobile Ad Hoc network may not be suitable for WMN. At present, Wireless Mesh Network using 
HWMP as a standard routing protocol, which uses MAC address for finding a shortest path; whereas AODV and 
DSR uses IP addresses for finding a shortest path. 

Kishwer Abdul Khaliq . [8] Proposed a congestion avoidance technique. Here modifications are done to HWMP 
protocol for IEEE 802.11s for avoiding the congestion. This proposed mechanism offers localized rerouting, 
which minimizes overhead. This mechanism works similar to HWMP protocol but checks for threshold queue 
level. The proposed mechanism considers Queue level to detect congestion. Queue level is set to some threshold 
value. When queue level is below a threshold rate, it onwards the PREQ packet to another nodes. When Queue 
size reaches threshold value the neighbor node sends Congestion Control Notification Frame (CCNF) to its 
neighbors. These neighbors send PREQ (Path Request) frame to discover a new route to destination. Once 
PREQ frames reaches destination, sends PREP frame to source to form an alternate Route. Khaliq also shows 
that his routing mechanism has better performance compared to HWMP protocol, but there is a chance of more 
overhead due to sending of CCNF frames, so it may degrade the scalability features. 
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IV. PROPOSED ROUTING MECHANISM 

In the proposed routing mechanism, when the node receives RERR frame from the node which is affected by 
the fault, normally it broadcast RERR frame to their intermediate nodes. All the neighbor-nodes which receive 
RERR frame, they forward RERR frame until they reach the Source. Then source reinitiates route discovery 
process to find the way from starting node to goal node. 

 
Fig.5: PREQ packets after applying LRR-HWMP. 

In this proposed mechanism, the node which receives RERR frame is responsible for finding a new route towards 
destination instead of source node. This particular node acts as a origin node and goal node is kept the same. Once 
it receives RERR frame; it triggers path inventing process by sending PREQ frames to their neighbor nodes. Here 
instead of sending the PREQ packets to entire network, it limits the journey of PREQ packets; the PREQ packets 
are broadcasted only to few number of hops (2 hops) which are assigned initially as shown in figure 5. 

A. Methodology 

In case of failure, only the node which has the path towards the source receives RERR frame i.e. the 
RERR frame is unicast towards the source node. This node is responsible for finding the alternate path towards 
destination. So make the node which received the RERR as a source (temporary source node) and next node to 
error node towards destination as temporary destination node. The temporary source node is in charge of 
discovering a path to temporary destination node and hence broadcast the PREQ frames with limited hops to 
their neighbors. The PREQ frames are forwarded until it reaches temporary destination node. The temporary 
destination node sends a PREP frames to the temporary source node along with minimum hops or better metric. 
This proposed mechanism avoids forming a path twice from source node to temporary source node and 
temporary destination node to destination node; since path is already available from source node to temporary 
source node and temporary source node to temporary destination node i.e. A13- A8 and A11-A12. So in this 
paper efforts are made to repair the route locally. 

B. Algorithm 

 Let Ns is the sender, Nd is the destination, Ni is the intermediate nodes where i=1,2,3... 

 Niu (A8) is the immediate upstream intermediate node which receives Error; Nie (A9) is the Error node 
which sends error. 

 Nid (A10) is the immediate downstream node to error node. 

 Nidn(A11) is the next immediate downstream node from error node  

 If path between Nie (A9) and Nid (A10) is broken 

  Nie (A9): Send (RERR frame) 

  Niu (A8): Receive (RERR frame) 

  Number of hops = 2 

  Temporary source = Niu (A8) 

  Temporary Destination= Nid (A10) 
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  Niu (A8):  Send (PREQ Frames) 

  Nid (A10): Receive (PREQ frames) 

  A10 sends PREP Frame to A8 via Different path 

  PREP Frame consists of shortest route based on Metric 

 Locally route is Formed and unicast the route to A8 and A10 

 Join the local route to the main route so that it can again form route A13-A8-A9-A10-A11-A12. 

C. Mathematical Model 

a) Existing Routing Mechanism 

Normally Total Time taken for processing a Frame along the network from source to destination by HWMP 
protocol in the first iteration is given by. 

 

… (1) 

Where n is the total nodes, tmi is the time taken to calculate metric value and tpi is the time taken to calculate 
remaining part of the frame. The above equation can be written corresponding to the figure 2 is given by  

 

 

… (2) 

Where A8, A11, A12 are the intermediate nodes from source towards destination.  tmi and  tpi are time taken to 
calculate the metric and remaining frame respectively. 

Total Time taken for processing a Frame along the network from source to destination by HWMP protocol in 
the first iteration is same as equation 2.  When the Link is broken between two nodes it reinitiates route 
discovery process than also   the time taken by these nodes is same as in Equation 2. 

b) Proposed Routing Mechanism 

According to Proposed routing mechanism Total Time taken for processing a Frame along the network from 
source to destination by HWMP protocol in the first iteration is same as equation 2.  But when the link is broken 
between two nodes, locally route will be repaired. So the Time taken for HWMP protocol in the second iteration 
is given by 

 

… (3) 

 

V. ROUTING METRIC 

Routing metrics plays an important role in judging the cost or efficiency of a route. In other words the 
design of routing metrics helps to identify the capable path to the destination in a network . Basic metrics are 
designed based on hop count, are not efficient for selecting the efficient path and some other parameters are also 
need to be considered. The design of a routing metric is a very challenging research problem because it helps to 
capture various parameters related to route stability, Asymmetry of wireless links, choosing optimum path and 
to avoid loops in routing, basic load interference and Quality of Service parameters. In this default routing 
metric called Air Time Link Metric (ALM) is considered as default routing metric for calculating a path from 
source to destination. The ALM metric is calculated by using following equation. 

Ca= [O+Bt/r]*(1/(1-ef)) 

Where O and Bt are constants, r is the rate of transmission, ef is the frame error rate and Bt is the size of a 
frame. 
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VI. SIMULATION PARAMETERS 

Parameters Values 
Number of nodes  16, 20, 24, 28, 32 

Terrain 1500*1500 

MAC layer 802.11s 

Protocol HWMP, SLRR-HWMP 

Simulation Time  300 sec 

Application Constant Bit Rate 

Packet Size 512 bytes 

Packet Rate 2mbps 

Transmission Range 150m 

Topology Random 

Simulation results and Discussion 

We have used Qualnet tool for measuring the performance of HWMP routing protocol. Qualnet is 
Proprietary tool which provides very good support for implementing a new routing mechanism. The experiment 
has been carried out in windows Operating system environment. Constant Bit Rate (CBR) application is used to 
create traffic in network. Random topology is used here to place the nodes in a network. 

Simulations have been done by considering the below parameters: 

Packet Delivery Ratio (PDR): Ratio of the total packets Received by destination to the Number of packets Sent 
by starting node. 

End to End Packet Delay (E to E Delay): is defined as the Time used by the data packets to reach destination. 

Control Overhead (CO): Specifies the total control packets used by routing protocol to route a packet from 
origin node to goal node. 

 Scenario A 

In scenario A, we have considered number of nodes and simulated for different parameters by considering 
number of nodes. Here the HWMP performance is evaluated by considering the normal execution of HWMP 
protocol and by considering broken route from onset node and finishing node. The same scenarios are 
considered and evaluated by considering our proposed mechanism named as SLRR-HWMP protocol. The 
results are calculated for Packet Delivery ratio, End to End delay and Control Overhead. 

The figure 6 indicates the throughput when the nodes use HWMP protocol in the normal mode i.e. HWMP (N), 
and by introducing fault i.e. HWMP (D) and our proposed mechanism called SLRR-HWMP. Here we can 
observe that as the node number increases, more packets will be dropped; in turn reduces throughput. This 
situation is worse in the case of introducing the fault. This graph shows slight improvement for the proposed 
approach i.e SLRR-HWMP over HWMP (D). 

The figure 7 indicates the Average End to End delay, when the nodes use HWMP protocol in the normal mode 
i.e. HWMP (N), and by introducing fault i.e. HWMP (D) and our proposed mechanism called SLRR-HWMP. 
Here we can observe that that as the node number increases, the average End to End delay increases when 
introducing a fault i.e. in HWMP (D). Because of path failure and time to repair will be more compared to 
HWMP (N).But in the case of SLRR-HWMP protocol, the average End to End delays decreases with respect to 
HWMP (D). 
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Fig.6: HWMP-Throughput 
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Fig.7: HWMP-End to End delay 

The figure 8 indicates the Control Overhead, when the nodes use HWMP protocol in the normal mode i.e 
HWMP (N), and by introducing fault i.e HWMP (D) and our proposed mechanism called SLRR-HWMP. 
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Fig.8: HWMP-Control overhead  

The figure 8 also shows that as the node number increases, the control overhead increases when introducing a 
fault i.e. in HWMP (D). Because of path failure and control packets for discovering a route will be more 
compared to HWMP (N). But in the case of SLRR-HWMP protocol, the control overhead decreases when 
compared to HWMP (D). 

 Scenario B 

In scenario B, we have considered multiple inputs and multiple outputs and evaluated for different parameters. 
Here the HWMP efficiency is evaluated by considering the normal execution of HWMP protocol and by 
considering broken route from source node and destination node. The same scenarios are considered and 
evaluated by considering our proposed mechanism named as SLRR-HWMP protocol. The results are calculated 
for Packet Delivery ratio, End to End delay and Control Overhead. 
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Fig.9: HWMP-Throughput (Multiple inputs and multiple outputs). 
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The figure 9 unveils the throughput when the nodes use HWMP protocol in the normal mode i.e. HWMP (N), 
and by introducing fault i.e HWMP (D) and our proposed mechanism called SLRR-HWMP in the case of 
multiple input and multiple output. Here we can observe the sudden packet loss rate, as the node number 
increases; which in turn reduces throughput. This situation is worse in the case of introducing the fault. This 
graph shows slight improvement in the throughput for the proposed approach i.e. SLRR-HWMP over HWMP 
(D). 
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Fig.10: HWMP-End to End Delay (Multiple inputs and multiple outputs). 

The figure 10 discloses the Average End to End delay, when the nodes use HWMP protocol in the normal mode 
i.e. HWMP (N), and by introducing fault i.e. HWMP (D) and our proposed mechanism called SLRR-HWMP. 
Here we can observe that that as the node number increases, the average End to End delay increases when 
introducing a fault i.e. in HWMP (D). Because of path failure and time to repair will be more compared to 
HWMP (N). But in the case of SLRR-HWMP protocol, the average End to End delay decreases compared to 
HWMP (D). 
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Fig.11: HWMP-Control overhead (Multiple inputs and multiple outputs). 

The figure 11 represents that, as the number of nodes increases, the control overhead increases. This situation 
worsens when introducing a fault i.e. in HWMP (D). Because of path failure and control packets for discovering 
a route will be more compared to HWMP (N). But in the case of SLRR-HWMP protocol, the control overhead 
decreases when compared to HWMP (D). 

The results reveal that, after applying proposed routing mechanism (SLRR-HWMP), results are improved 
slightly in terms of Packet Delivery ratio, End to End delay and control overhead since we have considered only 
a few numbers of nodes as shown in graph 3.  

In the proposed routing mechanism, the default values of initial RREQ, RREQ TTL Increment, RREQ TTL 
threshold and mesh diameter values are limited to Minimum values. So when any node receive RERR packet 
from the neighbor node, it initiates path discovery process by calling Expanding Ring Search algorithm (with 
Mesh Diameter=2) and hence it sends RREQ packets only to their two hop neighbors and route is formed 
locally instead starting from the source node. This mechanism slightly reduces number of control packets and 
hence reduces overhead. 

Since SLRR-HWMP limits the number of PREQ packets used for route formation; LRR-HWMP repairs the 
route locally. LRR-HWMP protocol shows better accomplishment in terms of Packet Delivery Ratio, Routing 
Overhead and Average E to E Delay. Especially for a large network; this proposed routing mechanism is a boon. 
Since it minimizes number of PREQ packets. 

CONCLUSION 

Wireless Mesh Networks getting popular because of flexible architecture for providing Internet. WMN is an 
extension of an existing Wireless Local area network designed to provide scalability. Even though HWMP 
protocol is the default routing protocol for 802.11s (Wireless Mesh Network), there are many challenges related 
to routing and remain unsolved. This is an attempt to design and evaluate a new routing mechanism called Local 
Route Repair mechanism for HWMP protocol called SLRR-HWMP. Fresh endeavor of research in this paper 
presents local route repairing technique; it considers only the neighboring nodes to repair a route locally and 
hence minimizes overhead, Time and cost. Under this mechanism route is repaired locally and avoids 
unnecessary control overhead and thereby increasing the scalability. The results also reveal better performance 
compared to existing protocol. It is evident from our newly attempted work of research output that SLRR-
HWMP routing mechanism will be a boon for a large network. 
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ABSTRACT 

In recent years it is witnessed that the Wireless Mesh Networks (WMNs) are 

becoming the most promising technology as they offer low cost broadband wireless 

connectivity, larger coverage area, high flexibility and easy deployment. WMNs are an 

extension of existing wireless networks. WMN is an emerging technology; however, 

there are certain challenges that still exist in the network such as scalability, load 

balancing, mobility, power management etc. Here we have proposed a novel routing 

protocol which considers buffer occupancy of intermediate nodes for route selection. 

Simulation results convey that the proposed protocol outstandingly enhances the 

performance of the network by balancing the traffic load among less congested nodes 

compared to the standard protocol. 
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1. INTRODUCTION 

WMNs are one of the most favorable wireless technologies which find several applications, 

e.g., broadband home networking, enterprise networking, community and neighborhood 

networks, building automation etc. They are an extension of wireless ad-hoc networks and they 

aim at delivering a cost effective and robust, high bandwidth network over a particular coverage 

area. WMNs [1] are dynamically self-healing, self-organized and self-configured as the nodes 

in the network automatically establish and maintain mesh connectivity among themselves 

which in turn provide benefits such as effortless network maintenance, low up-front costs and 

dynamic and reliable service coverage. A more sophisticated routing protocol along with an 

efficient routing metric can be used to enhance the performance of the WMNs. WMNs employ 

a number of routing protocols where every protocol maintains its own routing strategy [2, 3]. 



Keerthi D S, Shobha Rani A and T G Basavaraju 

http://www.iaeme.com/IJCET/index.asp 2 editor@iaeme.com 

These protocols are categorized as proactive, reactive and hybrid based on the strategies 

adopted by them.  

Load Balancing is a method of evenly distributing the traffic across two or more nodes for 

effectively mediating communication and achieving redundancy even if there is any link failure. 

Load balancing can be achieved by increased throughput, minimal overheads and optimal 

utilization of resources. Whenever the routes are exploited repeatedly over a longer duration, 

the packet concentration elevates in intermediate nodes. This creates bottlenecks and thereby 

degrades the network performance due to congestion and also results in longer delays. The 

caching technique used in most of the on-demand routing protocols causes additional mass of 

load on certain nodes. In WMN, congestion is the major cause for the uneven distribution of 

traffic that causes underperformance of the network. Congestion is a condition where multiple 

packets are present in network exceeding existing resource available and thereby deteriorating 

the performance of the network. These packets completely fill up the buffer space and possibly 

overflow, manifesting in excess end to end delay, packet drop and low network throughput and 

degraded bandwidth. 

The organization of the paper is as follows. The related work is discussed in Section 2. The 

proposed routing scheme BBL-AODV is completely described in section 3. The simulation 

results, performance comparison and analysis are presented in section 4. The inference of the 

paper is in section 5. 

2. RELATED WORK 

Many protocols exist for load balancing in wireless networks. Most of them have considered 

parameters like link occupancy, queue size, delay etc. as a metric for route selection. In [4], the 

authors have proposed a buffer aware routing protocol which takes buffer space of neighbouring 

nodes into account while taking routing decision. Even though the protocol performs well it 

introduces more delay while performing route discovery. 

In [5], the authors present a congestion control approach by advertising the buffer space to 

the surrounding neighbour nodes. This approach is independent of the routing protocol but it 

needs additional mechanisms when inappropriate traffic is generated in the network. 

Congestion avoidance mechanism [6] deals with high load and fast mobility, which selects the 

best path based on minimum value of buffer queue occupancy instead of minimum hop count 

as in standard AODV. 

Kruti N Kapadia et al. [7] have put forth an airtime congestion aware metric for a multi-

radio WMN. It uses airtime link metric for estimating RTT for delay calculation and channel 

utilization. With the combination of both parameters, load is uniformly distributed over less 

congested nodes. Raffaele Bruno et al. [8] have developed an algorithm based on queuing model 

for detection of congested paths in heterogeneous mesh networks. The algorithm is 

implemented at the nodes with the objective of forwarding traffic to less congested gateways 

based on their queue occupancy. 

Dhurandher et al [9] have presented a novel protocol for distributed admission control and 

interference aware admission control for WMN with the aim of providing QoS guarantee for 

multimedia applications. The protocol calculates suitable admission control ratio that ensures 

loss rate within the tolerable limit. In addition to this it also computes end to end delay to 

exercise flow request. ECARP [10] is proposed for heavy traffic loads in MANETs and this 

protocol considers the number of packets in node buffer to regulate congestion among nodes. 

CARM [11] prefers less congested, high throughput links for traffic by employing weighted 

delay, retransmission count, and queuing delay in buffer. 

In our work we have proposed a modified AODV protocol called Buffer Based Load 

Balancing Adhoc on Demand Protocol (BBL-AODV), which considers node buffer occupancy 
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as well as average buffer occupancy of all neighbouring nodes as a routing metric during route 

discovery. 

3. BUFFER BASED LOAD BALANCING AODV PROTOCOL 

Buffer Based Load Balancing AODV Protocol (BBL-AODV) is an enhancement over the 

standard AODV protocol. It uses a path metric which allows source node to select the best path 

to the destination based on buffer occupancy of intermediate nodes. The standard AODV 

protocol discovers the route by broadcasting/flooding RREQ message and establishes a path 

when RREP message is received. The path selection is based on minimum hop count and 

sequence number irrespective of packet handling capacity. In Buffer Based Load Balancing 

(BBL) Protocol, each node maintains information about its node buffer occupancy in its routing 

table. Each node calculates its average buffer occupancy avg_buff_occ based on node buffer 

occupancy node_buff_occ of all neighboring nodes and itself. The node is assigned with a 

threshold value thr for optimum buffer utilization.This threshold value defines buffer space that 

a node requires to forward received packets. Whenever a node receives RREQ packet, it 

compares its current node buffer occupancy with threshold thr. If the current buffer occupancy 

is less than threshold (node_buff_occ< thr), the node broadcasts RREQ packets or else it 

discards. Therefore, load is distributed along the less congested path and this enhances the 

performance of the wireless mesh network. 

The average buffer occupancy is calculated as follows: 

avg_buff_occ =  
node_buff_occ+ ∑ node_buff_occ 𝑛

𝑗=1

𝑛+1
      (1) 

where ‘n’ represents total neighboring nodes. 

The node_buff_occ represents the buffer occupancy of the node which is given by the 

following equation. 

node_buff_occ =
∑ 𝑏𝑢𝑓𝑓 𝑖 _ 𝑝𝑘𝑡 𝑏
𝑖=1

𝑏
       (2) 

where, buff 
i 
_ pkt represent total number of packets in every buffer present. 

‘b’ refers to the number of buffers in each node. 

The BBL-AODV Algorithm for Route Selection is described as follows. 

Step 1: Node has data to send 

Step 2: Check the active nodes for transmission // active refers to a node already participating 

in  

data transfer  

Step 3: If (node= =active) 

then go to step 4 

else go to step 7 

end if 

Step 4: Calculate node_buff_occ of each intermediate node. 

Step 5: If node_buff_occ<thr,  

then forward the packet 

else rebroadcast RREQ 

end if 

Step 6: Broadcast RREQ and wait for RREP 
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Step 7: Receive RREP go to step 4 

4. PERFORMANCE EVALUATION 

This section discusses parameters and performance metrics chosen for simulation of the 

proposed BBL-AODV protocol with standard AODV protocol. The performance of the 

proposed routing mechanism is evaluated by carrying out simulations using the licensed 

network simulator Qualnet v6.1. 

4.1. Simulation Parameters 

We have done substantial number of simulations for studying the performance and effectiveness 

of the suggested BBL-AODV against the standard AODV protocol in a wireless mesh network. 

The simulation is run for 300 seconds on a grid topology of simulation area 1500 x 1500 m2at 

lower and higher data rates for different Node densities. The nodes are placed in the simulation 

area in a uniform fashion with 150 m as inter-node distance. The traffic source selected is 

Constant Bit Rate traffic with each packet size being set to 512 bytes. The Table 1 below 

describes the simulation parameters employed for performance analysis. 

Table 1 Simulation Parameters 

 

4.2. Performance Metrics 

The effectiveness of the proposed and the standard protocol is compared using the performance 

metrics like throughput, total number of packets received, end to end delay and jitter. 

• Throughput: The rate at which message is delivered successfully over a communication 

channel and is measured in bits per second. 

• Total number of packets received: It is the number of packets received at the destination. 

• End-to-end delay: It is the time taken by a packet to traverse from source to destination. 

• Jitter: It is measuring time difference in packet inter-arrival time. 

4.3. Simulation Results 

In this paper, the results are presented for different node densities at low and high data rates for 

both BBL-AODV and standard AODV protocol. 

4.3.1. Low Data rate 

In this scenario packets are forwarded through three CBR connections. Each source generates 

a low traffic of 1 packet/sec and is routed to the destination for a period of 300 sec. The above 

procedure is repeated for 36, 49, 64, 81 and 121 node densities respectively. After each 

simulation, the performance metrics such as throughput, delay, jitter and total messages 

received are recorded.  
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Figure.1-4 shows throughput, total packets received, end-to-end delay and jitter with 

varying node densities for BBL-AODV and AODV. It is observed that throughput remains 

almost same for BBL-AODV and standard AODV protocol. This is because the traffic 

generated in the network is within the buffer threshold limit for each node. So, both protocols 

use default routing strategy for path selection in the network. This is true even for total packets 

received, end-to-end delay and jitter respectively. 
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Figure 1 Variation of throughput v/s node densities 
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Figure 2 Variation of total messages received v/s node densities 
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Figure 3 Variation of End to End Delay v/s node densities 
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Figure 4 Variation of Jitter v/s node densities 

4.3.2. High Data rate 

In this section, the proposed protocol is compared with AODV protocol for a high data rate. 

The packets are forwarded through three CBR connections. Each source generates high traffic 

that is 100 packet/ sec and is routed to the destination for a period of 300 sec. The above 

procedure is repeated for 36, 49, 64, 81 and 121 node densities respectively. After each 

simulation the performance metrics such as throughput, delay, jitter and total messages received 

are recorded. 

Figure 5 shows the variation of throughput with respect to the node densities for BBL-

AODV and AODV protocol. It is observed that throughput for our proposed protocol is greater 

than AODV. This is due to the fact that when the load is very high, AODV failed to handle 

congestion thus resulting in degradation of the performance of the network. But the 

performance of the BBL-AODV is good since it uses the knowledge of buffer availability of 

each node during route discovery and avoids packet forwarding through the highly congested 

nodes. 
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Figure 6 depicts the total message received v/s node density. It is evident that the number 

of packets received at the destination is more in BBL-AODV as compared to AODV. This is 

due to the fact that the packet drop ratio is less in BBL-AODV as it avoids nodes having buffer 

occupancy greater than threshold which in turn increases the packet reception at the destination. 

In Figure 7 it can be observed that the end-to-end delay in case of BBL-AODV is less than 

that of AODV. As traffic flow increases, AODV will experience higher delay due to congestion. 

Therefore, data packets take more time to reach the destination. BBL-AODV captures the link 

quality by monitoring buffer utilization. It minimizes congestion along the path by computing 

buffer occupancy based on the proposed metric avg_buff_occ and node_buff_occ thus nodes 

are not over flooded. This results in optimum utilization of all network resources thereby 

allowing data packets to take less time to reach destination. Hence end to end delay of BBL-

AODV is lower than that of AODV. Since delay variation in BBL-AODV is less than AODV, 

it is suitable for real time applications. Hence BBL-AODV performs better than AODV 

protocol. 

Figure 8 shows the jitter variation for BBL-AODV and AODV. It is observed that 

BBL_AODV experiences lesser jitter for increase in the node density and traffic rate when 

compared to AODV. Hence the proposed protocol outperforms the AODV protocol in terms of 

throughput, total number of packets received, end to end delay and jitter. 
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Figure 5 Variation of throughput v/s node densities 
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Figure.6. Variation of total messages received v/s node densities 
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Figure 7 Variation of End to End Delay v/s node densities 
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Figure 8 Variation of Jitter v/s node densities 

5. CONCLUSION 

In this work, we have proposed BBL-AODV; an effective buffer-based routing protocol for 

wireless mesh network. It captures link quality by monitoring buffer utilization. It minimizes 

congestion along the path by computing buffer occupancy based on the proposed routing metric. 

Simulations are done to analyze the proposed protocol’s performance for different node 

densities with varying data rate. The metrics used to estimate the performance of the proposed 

protocol and standard protocol are throughput, delay, jitter and total messages received. From 

the results, it is evident that the proposed protocol outperforms the standard AODV protocol 

scheme with reference to the predefined performance metrics and hence results in optimum 

utilization of all network resources and increases the overall performance of the wireless mesh 

network. 
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Abstract. In today’s world, there have been lots of unique optical character recognition systems. One drawback of these
systems is that they cannot work effectively on natural scene images where the text is not only subject to different orientations,
lightning, and background but can be of multiple scripts as well. The paper, proposes a state of the art algorithm to detect
texts of different dialects and orientations in an image. The whole text detection pipeline is divided into two parts. First,
extraction of probable text regions in an image is performed based on a combination of statistical filters, which results in a
high recall. These regions are then fed to an Artificial Neural Networks (ANN) based classifier which classifies whether the
proposed regions are text or non-text, which increases the overall precision. The validity of the algorithm is verified on the
most challenging bilingual text detection dataset MSRA-TD500 and a promising F1 score of 0.67 is reported.

Keywords: Text detection, entropy and variance filters, invariant moments, artificial neural networks, bilingual text detector

1. Introduction

Text or more formally written communication is
one of the two ways of communication humans use.
From the cave paintings which ages back to the era
of Neanderthals to the sign posts available on streets
now, humans have always relied on a written way of
communication to pass on information. It is the only
way with which our species have been recording its
work and passing it generation by generation. The
current scenario is that the text is not just restricted

1Authors contributed equally.
∗Corresponding author. Alex Noel Joseph Raj, Department of

Electronic Engineering, Key Laboratory of Digital Signal and
Image Processing of Guangdong Province, Shantou University,
Shantou, China. E-mail: jalexnoel@stu.edu.cn.

to being written on artifacts or wall paintings, but
when one sees around one can observe that there is a
piece of text written on almost all man-made objects
whether it is a product description, advertisement or
some information. Today there is a demand for sys-
tems which can robustly detect texts of all kinds in an
image, which includes variation in not just lightning,
style, size but also can cover different dialects. These
systems will then be able to aid the process of search-
ing by the content in an image or video in search
engines or end to end text recognition and machine
translation systems.

Text understanding problem in images and videos
can be divided into the following sub problems: (i)
detection, (ii) localization, (iii) tracking, (iv) extrac-
tion and enhancement, and (v) recognition (OCR) [1].

ISSN 1064-1246/19/$35.00 © 2019 – IOS Press and the authors. All rights reserved
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The paper concentrates mainly on text detection and
localization in natural images. Although lots of work
[2–4] has been done in the field of text detection,
but text detection and localization in natural images
is challenging because text can be of different fonts,
colors, and orientations; subjected to uneven lighting
conditions and distortions and finally natural images
have a diverse range of objects and patterns which are
similar to text [5].

Text detection and localization approaches can
be grouped into (a) texture based classifier tech-
niques [6–9]:- identify text regions by considering
them as unique textures that are distinguishable from
background; (b) connected component techniques
[10–20]; exploit the text regularity by extracting fea-
tures such as edges, strokes, color etc. (c) Sliding
windows based techniques, [21–23] which use win-
dows to locate text lines or regions and later employ
machine learning for classification and (d) hybrid
techniques [5, 24]. A detailed review of these tech-
niques is presented in section (2).

Here a region based text proposal approach is pro-
posed that combines the use of statistical filters to
detect thetext proposal regions through background
elimination and later employ translation and rota-
tion invariant shape features (Zernike Moments) to
classify the regions as text or non-text. The combina-
tion provides fewer text proposal regions per image
which are very low compared to other approaches
like [11, 14] which gives around 100–1000 regions
per image. Further, unlike other methods which focus
on text detection in the uni-lingual dataset, the pro-
posed method is testedon a very challenging dataset
released by [10] containing both English and Chi-
nese text. The paper is organized as follows: Section
2 provides a detailed review of the text detection
methods. The overview of the proposed algorithm is
presented in section 3. The details of the experiments
and the results are discussed in section 4. Finally,
section 5 and 6 contains limitations and conclusion
respectively.

2. Literature survey

Numerous research have been done in the area
of text detection pertaining to real-world scenes in
images and videos. Elaborate surveys can be found
in [1–3]. Most of these works focus on the hor-
izontal text. Since the inception of multi-oriented
datasets like MSRA-TD500, the community has
started paying attention to the real-life scenarios of

text detection. A recent survey which explains about
the different state of the art algorithms, challenges,
and future directions can be found in [2]. Although
most of the existing works use the ICDAR (’03 ’05
’11 ’13) dataset, the proposedwork focuson MSRA-
TD500dataset, since ICDAR datasets only contain
horizontal English text lines.

The texture-based techniques consider the text as a
unique texture which is different from the background
[6–9] employ features based on texture properties like
regional intensities, wavelet coefficients, and filter
outputs to localize the text regions. These methods are
computationally costly and are subject to rotational
and scale variations. These techniques are limited to
texts in a horizontal orientation and fail to work with
vivid backgrounds and patterns like brick structure,
glass or leaves behind the text because the texture
properties of these are similar to text.

The component-based techniques [10–20] are
generally a cascade of classifiers with increasing
strength. The first level of weak classification is the
extraction of probable regions of text by proposing
candidates based on some sort of clustering or group-
ing. The second level of classification is to screen out
the non-text candidates based on manually designed
threshold-based rules or feature-based learning clas-
sifiers. These methods are invariant to rotation and
scale change but have a drawback of generating a
high number of false positives. Lately, these tech-
niques have become the mainstream approach in text
detection, but very few works have been done on texts
of arbitrary orientations [10, 11].

Sliding window-based techniques, [21–23] use
sliding template (window) of different scales for a
coarse identification of the text lines followed by
feature extraction. These techniques distinguish text
and non-text based on local and global geometric
properties of text followed by machine learning-
based filtering as done by the authors in [21, 22].
Researchers in [23] slide the window across the
whole image and do a variant of K- Means Cluster-
ing on input vector obtained after ZCA whitening.
As these methods scan the whole image, the per-
formance is good, but there is a tradeoff with speed
as these approaches suffer from severe computation
complexity. Recently to overcome the computational
load of sliding window technique, [11–14] employ
different approaches based on region proposals as
done in object detection (RCNN, Fast RCNN, Faster
RCNN, Mask RCNN) to generate probable propos-
als of text region rather than text lines. This approach
has a computational advantage over sliding window
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since the whole is not required for analysis. Further
in [11], the authors use concept of edge boxes with
a region-based network and generate 100–1000 text
proposals per image, which are then classified using
a cascade of weak and strong classifiers and then
sent for recognition, whereas [14] uses Faster Region
based Convolution Neural Networks on detecting text
regions in an image.

Hybrid techniques [5, 24] are those who
employ the advantages of both texture-based and
component-based techniques. These methods are
computationally less expensive than texture-based
techniques and generate less false positives (can-
didates) compared to component-based techniques.
Similar to other algorithms these two algorithms
can only detect horizontal text. This work employs
a hybrid approach whereboth texture-based and
component-based techniques are used to identify text
regions and report a very promising F1 score.

3. Overview of the proposed algorithm

Two aspects motivate our algorithm: (a) based on
the recent success of symmetry window techniques
for text localization [21] where a symmetrical tem-
plate is employed only to localize probable text lines,
here the probable text regions are identified instead of
the text line and classify them using ANNs. This will
drastically reduce the computational load as symmet-
rical template window is not required to run across
the whole image and (b) to increase the visibility
and readability, the text is normally portrayed on dis-
tinguishable constant gray level regions [6]. Hence
efficient detection and elimination of background
regions would enable faster text detection. Our text
detection pipeline can be divided into:

1. Reduction of Area of Text Analysis
2. Generation of probable text proposal regions
3. Feature extraction and classification of probable

text proposals

3.1. Reduction of area of text analysis

Text detection in natural scenes is a challenge
since the images contain a wide variety of informa-
tion. Hence grouping similar regions and removal of
unneeded content would greatly reduce the area of
text analysis. The approach is similar to the texture
based technique discussed in [6, 21, 22], but the nov-
elty lies in the usage of statistical features instead of

texture features in detecting the dissimilar regions and
usage of shape features for accurately classifying the
text and non-text regions. Here a combination of sta-
tistical filters is proposedto accentuate the dissimilar
neighbors and determine the text proposal regions.

Entropy is a measure of randomness and variance
is a measure of variability [25]. Since text regions
exhibit certain regularity and are distinct from other
objects, these statistical features can be employed
to highlight the edges of the dissimilar regions. The
intent is to calculate the entropy and variance of each
pixel and employ a dynamically calculated thresh-
old value to determine if the pixels belong to text or
non-text proposal regions.

Here a sliding window technique is employed to
compute the entropy and the variance of the centre
pixel of an nxn window of the input image IOriginal.
The window is moved along the horizontal and ver-
tical directions with a fixed step size to obtain the
entropy image IE and the variance image Iv using
Equations (1 and 2). Here considering the compu-
tational efficiency, the window size and step length
were fixed as 31 × 31 and 1 respectively.

IE =
∑

i

∑
j
p(i, j) log(p(i, j)) (1)

IV =
∑

i

∑
j

(i − μ)2p(i, j) (2)

where,
p(i,j) is the probability of occurrence of an intensity

level in an image.
� is the mean of the image.
From the outputs shown in Fig. 1(a) itcan be ver-

ified that the IE and Iv images can be employed to
emphasize dissimilar neighbors by brightening edges
pixels. Since text regions exhibit spatial symmetry
and geometric regularity they have higher entropy
and variance values when compared to homogeneous
background regions [25]. Hence a simple threshold
mechanism can be used to eliminate background pix-
els from the text pixels, but since statistical features
vary for images, the threshold value cannot be pre-
set. Therefore, based on the analysisit wasfound that
pixels with entropy and variance above the median
value can be considered as text candidates, but this
approach would fail if the text is less distinguish-
able from the background or the background as it
has a geometric pattern similar to text. To overcome
the problem and to effectively identify the text pro-
posal regions, a two-step process is adopted wherein
atfirst the pixels that are above the median value of



A
U

TH
O

R
 C

O
P

Y

6776 K. Maheshwari et al. / Bilingual text detection in natural scene images using invariant moments

Fig. 1. (a) Illustration of outputs of Entropy and Variance filters.
(b) Illustration of extraction of common pixels based on Equations
(3–5) with a sample image taken from MSRA-TD500 dataset.

both IE and Iv images are determined and later the
common pixels are foundamong the identified ones.
Equations (3–5) explain the process mathematically
and Fig. 1(a) illustrate the procedure of identifying
the text proposal regions.

IEM > median(IE) (3)

IVM > median(IV ) (4)

ITEXT = IEM ∩ IVM (5)

Here IEM and IVM represent the images obtained
by considering pixels that are greater than the median
value of entropy and variance respectively and ITEXT
represents the image containing the probable text
regions obtained from common regions of IEM and
IVM.

It can be seen from the Fig. 2(a) and (b) the
procedure eliminates the background regions and
highlights the probable text regions, thus reducing

Fig. 2. Text proposal obtained from the original image after
background removal; (a) Text proposals generated through the
combined use of statistical filers; (b) Sample Image from MSRA-
TD500 data set.

the area of text analysis significantly since only these
regions will be considered for further analysis. The
experimental analysis of this step on MSRA-TD500
data set presented a recall close to 0.96, and the quan-
titative analysis of the reduction in the search area is
presented in section (4).

3.2. Generation of probable text proposal
regions

The regions identified in ITEXT as probable text
regions are extracted as individual sub-regions by
considering an 8 × 8 connectivity. The use of sta-
tistical filters in locating the probable text regions
reduces the text search area significantly, and on aver-
age 17 text proposals per image, are produced which
are comparatively lower than a number of propos-
als generated in other approaches like [11, 14] which
gives around 100–2000 regions per image. The fea-
tures extracted from text proposal can be used to train
a classifier to classify the regions as text as non-text,
but it is observed in a few cases that the text proposals
are of abnormal size since background also becomes
a part of the extracted sub-regions as shown in Fig. 3.
Extracting features from these abnormal sub-regions
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Fig. 3. Illustration of Pruning algorithm with a sample image from
MSRA-TD500 data set.

will directly result in poor classification. Hence to
improve the accuracy, the abnormal sub-regions are
fed to a stronger proposal generator algorithm which
prune these abnormal regions into further sub-regions
by accurately localizing the text regions.

The abnormal text regions are pruned based on
the assumption that (a) characters within the text
regions have closed contours [27] and (b) the charac-
ters within the text regions have similar slopes due to
their regularity and geometric symmetry [6].

The sub-regions that are greater than 60% of the
original image (in terms of area) are considered
as abnormal and are fed to this stronger proposal
generator algorithm. Since the characters within the
text regions have closed contours, herethe algorithm
explained in [27] is employed to identify the regions
which have closed contours (edges). Later the corners
of these text proposal regions are found by the tech-
nique given in [28] and determine the slope between
the successive corner points in different orientations.
Later the corners points with similar slope are iden-
tified and connected. Post this a cascade of a sliding
window of sizes 128 × 128 to 256 × 256 with an
increment of 32 pixels,is used to detect the regions
that provide a higher density of lines with a similar

slope. Here it is believed that the text line has the
same slope throughout. These regions are the new
text proposals which are extracted out of previously
generated abnormal text regions from (5). The prun-
ing algorithms serve two purposes (a) localizes the
text regions within the abnormal text regions and (b)
further sub-divides the abnormal text regions them
into smaller sub-regions. The whole process can be
visualized in Fig. 3.

3.3. Feature extraction and classification of
probable text proposals

3.3.1. Feature extraction using Zernike Moments
The text proposal regions, obtained through the

combination of statistical filters contain text, and
non-text information isefficiently described using
image descriptors for successful classification. A
good choice of features enables the proposed system
to provide better accuracy. Since text regions exhibit
spatial symmetry and geometric regularity, shape
characteristics [26] can be employed to differentiate
between text and non-text regions. The requirements
of a good shape descriptor are (a) invariance to change
in rotation, scale and translation, (b) provide features
with low redundancy and large discrimination abil-
ity and (c) present hierarchical representation, i.e.,
furnish coarse (global) to finer (local) details. Liter-
ature suggests that moment-based descriptors satisfy
the above requirements. Zernike moments (ZM) [29]
due to their orthogonality, have lowest feature redun-
dancy, and also it is observed that their hierarchical
nature allows the lower order moments provide global
information, and higher-order moments provide local
information respectively [30, 31]. Further, it is com-
putationally less expensive to compute the higher
order moments. Therefore, the shape features are
extracted using Zernike descriptors and the classi-
fier is trainedto classify the sub-regions as text and
non-text.

Let S(x, y) be the sub-regions extracted from
ITEXT.

ITEXT = {S1(x, y), S2(x, y), . . . . . . Sn(x, y)}
where n be the number of sub-regions per image.

To compute ZM, each sub-block S(x, y) is re-
scaled to N × N dimension and projected on to set of
complex Zernike polynomials as given in Equation
(6)

Anm = m + 1

π

∫
x

∫
y

S(x, y)V∗
nm(�, �)dx dy (6)
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where x2 + y2 ≤ 1

Vnm(x, y) = Vnm(�, �) = Rnm(�)exp(jm �) (7)

where
Vnm(x, y) is the Zernike Polynomial
n is the order of the polynomial,
m is the repetition factor such that |m| ≤ n and n -

|m| is even,
ρ is the length of the vector from the origin to the

pixel located at spatial location (x,y) and is given by
ρ =

√
x2 + y2,

θ is the angle of the vector from the origin to the
pixel located at spatial location (x,y) from the x-axis
in counter clockwise direction and,

Rnm(ρ) is the radial polynomial defined as,

Rnm(ρ) =
n−|m|∑
s=0

(−1)s (2n + 1 − s)!

s!(n − |m| − s)!(n + |m| + 1 − s)!
ρn−s

(8)

The ZM obtained from the above equation is a
complex quantity given by,

Anm = RZM + jIZM (9)

|Anm| =
√

R2
ZM + I2

ZM (10)

Here |An,m| represent shape descriptor obtained
from Zernike moments for the order n and repetition
factor m. To obtain the complete shape informa-
tion a feature vector is formedby concatenating the
moments obtained by varying n and m. For the pro-
posed work, 72 different ZM are computed for each
S(x, y) by varying n from 0 to 15 and concatenate
them to form a feature vector (FV) as shown in
Equation (10). The FV is later used for training the
classifier.

FV = {|A00|, |A01|, |A20|, |A22|,
|A31|, |A33|, . . . , |A15,15|} (11)

The feature vectors so obtained have strong class
discrimination ability and hence can differentiate the
text and non-text sub-regions effectively. The FV
obtained for text images, and non-text images are
visualized in Fig. 4(a) and (b).

From the figures, it can be noticed that the ZM
magnitudes for both text (red) and non-text (black)
regions have negligible likeliness between them. This
motivates the classifier for easier distinction between
the text and non-text regions. Further, from Fig. 4(c),
it can be observed that there are eight prominent

Fig. 4. (a) and (b) Illustration of Zernike magnitudes between Text
(Red) and Non-text region (Black); (c) Feature space showing the
significant Zernike features (Red) for Text and Non-Text regions
(Black).

peaks (for both text and non-text regions) at posi-
tions 1, 3, 7, 13, 21, 31, 43 and 57 on the x-axis.
These peaks correspond to the magnitudes of Zernike
moments: |A00|, |A20|, |A40|, |A60|, |A80|, |A10,0|,
|A12,0| and |A14,0| respectively that are significant
and hold larger descriptive information. The signifi-
cant features in the feature space for Fig. 4(a) and (b)
are depicted in Fig. 4(c).

3.3.2. Classification using ANN
The features extracted from all the text and non-

text sub-regions form the input that is fed to the
artificial neural network (ANN) for classification.
The proposed method was evaluated considering the
MSRA-TD500 dataset with 500 images of which
300 are training images and 200 test images. The
evaluation comprises of training and testing process.
ANN classifier is deployed here that is capable of
learning by example and process the information in
parallel. ANN has layered architecture that includes:
the input, hidden layers, and output layer. Each layer
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has neurons with its associated activation function
that process the data presented to it. The ANN maps
various inputs to output by finding a non-linear rela-
tionship between them. The mapping is governed by
the adjustable parameters of the network (weights
and biases). These parameters are adjusted during
the training process by providing the training dataset
to the network. The training devises an optimal
learned model that is saved and assessed in the testing
process.

For all the training images, text and non-text sub
regions were identified and extracted from the 300
training images. For each region of text and non-text
ZM feature vector is extracted with feature vector
size of [72, M] where M is the number of samples
in the dataset. These feature vectors are labeled with
two classes C1 and C2 that represents text and non-
text respectively. With this, a complete training set is
achieved as shown

Xr = [Tr, y] (12)

where
Tr = [Zernike feature vectors for all text and non-

text sub regions of training images] and, y = [C1, C2].
This training datais fed to a simple 3-layer ANN

as displayed in Fig. 5. The network’s input is a
feature vector of length 72. The network has two
hidden layers of 36 and 18 nodes respectively and
an output layer with 1 node. The number of learn-
able parameters is 2628 (72 × 36 + 36) in the1st
layer, 666 (36 × 18 + 18) in the 2nd layer and 19
(18 × 1 + 1) in the final layer. Thus a total num-
ber of 3313 learnable parameters or weights of the
network are to be modified during training process.
The network now takes in Xr as the input for learn-
ing. The hidden layers find non-linear patterns in the
data and pass them to the output layer, which pre-
dicts the probability with which a particular input
belongs to a class, in this case (C1 is text and C2 is
non-text).

Neurons of each layer use sigmoid non-linearity
which can be defined as, y = 1

1+e−z and, z =∑n
i=1 xiwij + bj, where xi belongs to the input feature

vector, bj represents the bias term and wij repre-
sents the corresponding weight from node i to node
j. The weights are updated using gradient descent,
which can be stated as, �wij = −η ∂Ei

∂wij
, in which

the learning rate η is set to 0.001 and a batch size
of 32 is fixed. Thetotal number of epochs for train-
ing is set to 5000, with a minimum error based
early stopping.The loss function considered for train-

Fig. 5. The neural network structure.

ing is the mean squared error (MSE) [32, 33] as
shown,

MSE = 1

m

∑M

i=1
(yi − ti)2 (13)

where
yi is the network output of the network and,
ti is the desired output from the network.
MSE is used as the loss function since when

used with sigmoid activation function in a shal-
low network(as incorporated in the proposed work),
gives similar or better results when compared with
cross-entropy loss function [34]. Also, it has been
observed in many works that cross entropy loss
function works better with softmax as an activation
function when compared with sigmoid,thus acombi-
nation of MSE and sigmoid for a shallow network
gives optimum results. Further, with a better initial-
ization, MSE outperformscategorical cross-entropy
based networks in terms of less error achieved [33,
34]. The training process is presentedin Fig. 6.
From the plot, it can be observed that training is
stopped at 3665th epoch when a minimum error
of 0.001 is achieved. The network required 04
hours and 15 minutes of training time. The net-
work was trained on a NVIDIA Quadro P4000
GPU.

As mentioned earlier that MSRA-TD500 has a set
of 300 train and 200 test images. In thisapproach
training set widens up and all the proposals generated
from those 300 images become the training setwith
5133 proposals.The features of these proposals are
extracted and train the ANN. A group of volunteers
labeled the whole training dataset.

The training process is followed by testing,
where, the proposals generated from 200 test images
becomes the test dataset. During testing the learned
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Fig. 6. Graph depicting training loss per epoch.

ANN model is evaluated for its accuracy by provid-
ing the test set Xt = [Tt] obtained from 200 testing
images (3592 proposals) to it.Finally, for the regions
that are classified as text (C1), a bounding box was
plotted around those regions on the actual image, and
that becomes the final output of thealgorithm. The
flowchart which explains the entire flow ofthe algo-
rithm is shown in Fig. 7. Further the performance of
the model is assessed using the confusion matrix or
contingency table.

4. Results and discussions

The functionality of the proposed algorithm was
testedon one of the most challenging text detec-
tion dataset proposed by a team of researchers from
Microsoft Research Asia [10]. This dataset is referred
to as MSRA-TD500 an openly released public dataset
that contains 500 natural scene images covering more
than one dialect, English and Chinese for text detec-
tion. These images were carefully split by the creators
themselves in the ratio of 60:40 for training and test-
ing. Thus the dataset has300 train and 200 test images.
Not only the dataset is known for its toughness and
variety but also it serves as a benchmarking dataset
for all new algorithms.

To illustrate the efficacy of our algorithm, three dif-
ferent experiments were performed; (1) Reduction in
Area of Text Analysis; (2) Computation of perfor-
mance metrics of the ANN classifier and, Precision,
Recall, and F1 score of the proposed algorithm and
(3) Comparison of the proposed algorithm with other
text detection techniques.

Fig. 7. The flow diagram of the proposed algorithm.

4.1. Reduction in area of text analysis

The combined use of statistical filters followed by
the two-step threshold detection procedure explained
in section (3.1) eliminates the homogeneous back-
ground regions and improves the computation
efficiency by reducing the search area of text regions.
The resultant ITEXT corresponds to the image contain-
ing the probable text as shown in Fig. 1. Accordingly,
after the filtering process, it can be noted from the fig-
ure that the background is eliminated to highlight the
probable text regions thus reducing the Area of Text
Analysis. The total reduction in the area is quantified
through Equation (14)

Reduction in Area of Text Analysis =∑N
i

Non Zero pixels in IText

Total Pixel in IOrignal

(14)

Here N represents the total number of images con-
sidered. For MSRA-TD500 dataset where N = 500,
the reduction achieved through the combined use of
statistical filters was 72.85%.
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4.2. Performance measures

On average, the algorithm was able to locate 17
sub-regions regions per image, and later these regions
were resized to 256 × 256 and then fed into the
Zernike feature based neural network for training
and classification. The training set had 300 images
which generated 4493 sub regions, out of which 4102
sub regions were normal, and 391 were of abnor-
mal size and therefore required to be pruned as per
the procedure explained in section (3.2). The pruning
algorithm further generated 1031 probable regions
of text from those abnormally sized probable text
regions. Thus, the training set generated 5133 regions
that included 3977 non-text regions and 1156 text
regions which were manually labeled as C1 (text) and
C2 (non-text) respectively. The position of the sub-
region is extracted and stored separately and is later
used to plot the bounding box if the sub region is clas-
sified as positive. Also, coordinates of the sub-blocks
(x, y, width, and height) with respect to the original
image are extracted for future reference. Two differ-
ent performance measures have been presented (a)
Classifier Accuracy and (b) Evaluation with respect
to the ground truth.

4.2.1. Classifier Accuracy
For each sub-block, a 72-dimensional Zernike

based shape feature vector was computed which were
then labeled and later used to train the ANN. The
ANN was trained with 5000 epoch limits with a
learning rate of 0.001. During training, the trainable
parameters of the network are modified to produce
the optimal model. A confusion matrix [35] is framed
from the result of the training process to compute the
training accuracy of the model which is displayed in
Table 1.

From the matrix, the training accuracy is computed
using,

Accuracy =
TP+TN

TP+TN+FN+FP
(15)

which was found to be 98.81%.
Here, True Positive (TP): Region of text detected

as text,

Table 1
Confusion matrix from training ANN

Text region Non-Text region Accuracy

Text region 1155 (TP) 1(FN) 98.81%
Non-Text region 60 (FP) 3917(TN)

False Positive (FP): Region of non-text detected as
text,

False Negative (FN): Region of text detected as
non-text,

True Negative (TN): Region of non-text detected
as non-text,

4.2.2. Evaluation with respect to the ground
truth

To illustrate how good, the proposed method local-
izes the text within a scene image, thetext localization
outputs are compared with the ground truth results.
Accordingly, a bounding box is plotted around all
the positive classifications (TP and FP) and then it
is compared with ground truth. To have a realistic
comparison with other text detection techniques,an
evaluation procedure detailed in [10] was followedto
compute the final F1 score:

Positive Predictions (TP):-

i. If the prediction of the model overlaps with
50% of the pre-defined ground truth and the
angle between them is less than π/8, then they
are treated as valid. This protocol used by [10]
allows us to have a fair comparison

ii. Maximal suppression is adopted, i.e., if the pro-
posed method predicts two bounding boxes, and
if the bigger box contains a smaller box covering
the text region then the bigger box is suppressed
(refer. Fig. 8)

Based on the assumptions made, the bounding
boxes are plotted around the positive classifications
of both training and testing sets. From Tables 1 and
2 it is seen that the training process with 300 images
(5133 sub-images) produced positive classifications
of 1215 whereas the testing with 200 images (3592

Fig. 8. Illustration of Maximal suppression with a sample image
taken from MSRA-TD500 dataset.

Table 2
Confusion matrix from testing ANN

Text region Non-Text region Accuracy

Text region 655 (TP) 42(FN) 95.9%
Non-Text region 103 (FP) 2792(TN)
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Table 3
Performance Evaluation with respect to the ground truth text

bounding box

Precision Recall F1score

Training Set 0.77 0.64 0.70
Testing Set 0.76 0.59 0.67

Fig. 9. Text detected on sample images from the MSRA-TD500
dataset using the proposed algorithm.

sub-images) produced 758 positive classifications
respectively. These bounding box predictions were
then compared with ground truth label, and the per-
formance measures such as Precision, Recall, and F1
score [35] are calculated based on Equations (16–18),
and results are summarized in Table 3. Further, text
detected on few sample images from the dataset are
shown in Fig. 9.

Precision = TP

TP + FP
(16)

Recall = TP

TP + FN
(17)

F1 Score = 2 ∗ Precision ∗ Recall

Precision + Recall
(18)

4.3. Performance comparison with other text
detection techniques

The performance of the proposed method is com-
pared with the [7, 10, 17, 36–38], and their F1 scores
are reported in Table 4. The techniques illustrated in
Table 4 with * were collectively obtained from [10],
the authors have reported having tested these tech-

Table 4
Performance evaluation with other text detection techniques

Authors Precision Recall F1 score

Chen et. al. [7]* 0.05 0.05 0.05
C. Yao et. al. [10]* 0.63 0.63 0.60
Yin et al. [17]* 0.71 0.61 0.65

Proposed 0.76 0.59 0.67

Ephstein et. al. [36]** 0.25 0.25 0.25
Kang et al. [37]* 0.71 0.62 0.66
Chen, Huizhong, et al. [38]** 0.24 0.48 0.32

niques on MSRA-TD500 dataset, and the technique
with ** was re-evaluated by us on the dataset.

These results logically compare the performance
of the proposed algorithm with that of the state-
the-of-art algorithms. These performances have been
directly referred from the high-quality research arti-
cles. With a high F1 score of 0.67, the proposed
method provides a better classification of text and
non-text regions when compared to other algorithms
tested on the same bilingual dataset.

From Table 4, it can be inferred that the proposed
method has a better Precision and F1 score compared
to other state-of-art techniques. This illustrates that
the proposed method can be effectively employed
to detect text regions in natural scenes which have
diverse objects in different orientations, brightness,
and texture. To further show the efficacy of the
proposed method, images comparing the proposed
algorithm’s performance with [36, 37] are presented
in Fig. (10)

5. Limitations of the proposed method

The proposed algorithm gives very promising
results on a very challenging dataset and effectively
localizes texts of different dialects at arbitrary orien-
tations within natural images. Still, the performance
is far from perfect and the algorithm is observed to
failrepetitively on two cases. 1)When the text is on
the reflective surface as observed in Fig. 11(a) and
11(b). 2) When the text has less contrast with respect
to the background and background has a strong recur-
ring pattern similar to the text as shown in Fig. 11(c)
and 11(d). The failures areattributed to thepoor accu-
racy in locating the text proposal regions using the
statistical filters rather than the classifier.



A
U

TH
O

R
 C

O
P

Y

K. Maheshwari et al. / Bilingual text detection in natural scene images using invariant moments 6783

Fig. 10. Comparison with ground truth and other techniques on
MSRA-TD500 dataset. (a) Ground truth (b) Text detection using
[38], (c) Text detection using [36] and (d) Proposed method.

Fig. 11. Failure of text detection (a) and (b) on a reflective surface;
(c) and (d) on a recurring pattern with sample images from from
MSRA-TD500 dataset.

6. Conclusion and future works

The work presents a unique state of the art pipeline
for text detection in natural images. After scrutinizing
theperformance on test images, it can be stated that
the hybrid approach is better than existing techniques
regarding performance and speed due to the follow-
ing reasons. 1) Very high recall (0.96) of the output

of Equation (5) ensures that texts of different dialects
are captured. The interplay of variance and entropy
filters makes sure that vivid texts are captured. There
are very few False Negatives (Text Detected as Non-
Text) when the performance on Eq. (5) was evaluated.
2) The novel method employs rotational and transla-
tional invariant moments as an input feature vector to
the classifier ensures that the algorithm detects texts
of all orientation. The next tasks to be carried can
be categorized as follows 1) to improve the perfor-
mance of the algorithm by keeping the limitations,
mentioned in Section 5, in mind; and (2) once detec-
tion is perfected the problem of text recognition of
the detected text will be approached.
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Abstract

Breast cancer is a common gynecological disease that poses a great threat to women health

due to its high malignant rate. Breast cancer screening tests are used to find any warning

signs or symptoms for early detection and currently, Ultrasound screening is the preferred

method for breast cancer diagnosis. The localization and segmentation of the lesions in

breast ultrasound (BUS) images are helpful for clinical diagnosis of the disease. In this

paper, an RDAU-NET (Residual-Dilated-Attention-Gate-UNet) model is proposed and

employed to segment the tumors in BUS images. The model is based on the conventional

U-Net, but the plain neural units are replaced with residual units to enhance the edge

information and overcome the network performance degradation problem associated with

deep networks. To increase the receptive field and acquire more characteristic information,

dilated convolutions were used to process the feature maps obtained from the encoder

stages. The traditional cropping and copying between the encoder-decoder pipelines were

replaced by the Attention Gate modules which enhanced the learning capabilities through

suppression of background information. The model, when tested with BUS images with

benign and malignant tumor presented excellent segmentation results as compared to other

Deep Networks. A variety of quantitative indicators including Accuracy, Dice coefficient,

AUC(Area-Under-Curve), Precision, Sensitivity, Specificity, Recall, F1score and M-IOU

(Mean-Intersection-Over-Union) provided performances above 80%. The experimental

results illustrate that the proposed RDAU-NET model can accurately segment breast

lesions when compared to other deep learning models and thus has a good prospect for clin-

ical diagnosis.

Introduction

Breast cancer, next to skin cancer is a disease which seriously endangers women health [1, 2].

With the development of modern medicine, if breast cancer is diagnosed early, the survival

rate of patients is greatly improved. The diagnosis of a breast tumor can be divided into
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invasive diagnosis and non-invasive diagnosis. Invasive diagnosis, which mainly refers to biop-

sies, causes physical damage to the tissues, whereas non-invasive diagnosis refers to the exami-

nation of the breast lesion area, using either X-ray, MRI(Magnetic Resonance Imaging) or

Ultrasound (US) imaging examination. Among various examinations, using US images, due to

its low radiation, low cost and real-time output capabilities have become a preferred choice for

breast tumor diagnosis.

Image segmentation in BUS images refers to extracting the region of interest (lesion) from

the normal tissue region. Fig 1 presents few BUS images with both benign and malignant

tumors and it is understood that morphology of the tumor varies significantly from the sur-

rounding tissues. This attribute forms the basis for localization and segmentation of tumors

using various Machine Learning and Deep Learning techniques. The quality of the segmenta-

tion directly affects the accuracy and reliability of the diagnosis results. Due to the nature of

the acquisition process, US images are affected by noise and other image artifacts’ that greatly

increase the difficulty of the segmentation process. Horsch et al. [3] proposed an algorithm for

BUS lesion segmentation, where the images were initially pre-processed for noise removal

using a median filter. Later the processed images were intensity inverted, multiplied with

Gaussian constraint function and thresholded to provide potential lesion boundaries by sup-

pressing distant pixels. Finally, Average radial derivative function aids as a utility function to

maximize the actual lesion margins. Although the threshold method is fast, parameters such as

the center, height, and width were required to be provided manually for better segmentation

results. Xu and Nishimura [4] proposed an algorithm for BUS segmentation using Fuzzy

C-Mean (FCM) clustering which required prior initialization of a number of clusters and the

noise tolerance level. These initializations were not generalized and depended on the experi-

ence, thereby affecting the overall segmentation result. Gomez et al. [5] proposed a method

similar to [3] for breast ultrasound lesions segmentation. Here CLAHE and Anisotropic diffu-

sion filter were successively used to enhance the contrast and reduce the speckle noise associ-

ated with BUS images. Then, the watershed transformation algorithm was used for finding

potential lesion boundaries which were further refined by the Average radial derivative func-

tion to determine the final contour of the lesion. An overlap ratio of about 86% was reported

by the authors. Daoud et al. [6] introduced a semi-automatic active contour model, which

required users to provide an initialization (circular contour) within the tumor. Later, statistical

parameters calculated based on the envelope signal-to-noise ratio was iteratively used to move

the coordinates of the initial contour towards the tumor boundary. However, the segmentation

outputs of the model largely depend on the initial contour. When the initial contour is not well

positioned, the ideal segmentation outputs were not achieved. virmani et al. [7] studied the

application of despeckling filtering algorithm in BUS image segmentation. The study included

(a) finding the optimum number of despeckle filters from an ensemble of 42 filters and (b)

evaluation of the segmentation outputs of the benign and malignant tumor. The first set of

experiments provided 6 optimum filters that retained the edges and features of the image.

Measures such as Beta metrics and Image Quality score were used to assess the performance of

the filters. Next, the speckle-removed BUS images were segmented by the edge-based active

contour model proposed by Chan and Vese [8]. The performance of the segmentation algo-

rithm was quantitatively evaluated using Jaccard index and qualitatively by the radiologists. It

was stated that the DPAD(detail preserve anisotropy diffusion) filter was able to obtain clini-

cally acceptable images. The proposed method was tested on 104 ultrasound tumor images (43

benign and 61 malignant) and an average Jaccard index of 79.52% was reported. Daoud et al.

[9] proposed a method based on super-pixels to segment the lesions in BUS images. To begin

with, the BUS image was decomposed into coarse hyper-pixels to obtain the initial contour of

the tumor and later the coarse pixels were refined to super-pixels to improve the final contour
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of the segmented tumor. The two-stage pipeline provided segmentation results which were

comparable to the ground truth. Panigrahi et al. [10] proposed a novel hybrid clustering tech-

nique comprising of Multi-scale Gaussian kernel induced Fuzzy C-means (MsGKFCM) and

Multi-scale Vector Field Convolution (MsVFC) to segment the region of interest within the

BUS images. Initially, the BUS images were preprocessed using speckle reducing anisotropic

diffusion technique [11] and then clustered as probable lesion segments using MsGKFCM.

Later cluster centers were presented as inputs to MsVFC to obtain the accurate lesion bound-

ary. The technique was tested on 127 US images and various performance measures were used

to evaluate the technique. Accordingly, the average values of Jaccard index and dice similarity

scores were 93.1% and 93.3% respectively. Zhuang et al. [12] proposed a fractal based tech-

nique to segment US images. Here the images of the carotid artery were enhanced using fuzzy

technique and later segmented using fractal length. It was reported that fractal length based

segmentation presented more accurate segmentation results than the fractal dimensions. The

technique presented high qualitative values of DSC, Precision, Recall and F1 score (0.9617,

0.9629, 0.9653 and 0.9641 respectively), together with a low value of APD (1.9316).

In recent years, with the continuous development of the convolutional neural networks

(CNN), semantic segmentation algorithms employing deep learning architectures have

become popular. These models combine both shallow and high-level features and thus provide

accurate results when compared to traditional algorithms which mainly depend on shallow

features. However, the application of deep learning in medical images is still in its infancy. Xu

et al. [15] proposed a method for BUS image segmentation using CNN. Volumetric (3D)

mammary US images were presented to CNN to segment the US images into four major tis-

sues: skin, fibrous gland, mass, and adipose. The idea was to treat the segmentation as a classi-

fication problem where every pixel is associated with a class label. Therefore, a large number of

BUS data samples are collected and the annotated images were trained on an 8 layered CNN

Fig 1. Benign and malignant tumors. (a) and (b) were obtained from Breast Ultrasound Lesions Dataset(Dataset B)

[13]. (c) and (d) were acquired from Gelderse Vallei Hospital in Ede, the Netherlands [14]. (e) and (f) were obtained

from the Imaging Department of the First Affiliated Hospital of Shantou University. It can be seen from these six

figures that there are obvious differences between the tumor morphology and the surrounding tissues.

https://doi.org/10.1371/journal.pone.0221535.g001
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model comprising of convolution, pooling, fully connected and the softmax layers. To provide

the classification, the softmax layer was modified to output a probability distribution array

with 4 elements, whose maximum value represented one of the four class labels. An F1 score of

above 80% was reported. Lian et al. [16] proposed the Attention guided U-Net model based on

U-Net architecture which incorporated attention masks for accurate iris segmentation. The

use of attention masks enabled the Atten-UNet to localize on the iris region instead of the

whole eye. The contracting path (encoder pipeline) of Atten-UNet presented the probable iris

bounding box coordinates which were then used as a mask to focus more on the iris region

thereby avoiding false segmentation outputs due to the background. The model was tested on

UBIRIS.v2 and CASIA-IrisV4- Distance dataset. The mean error rates achieved were 0.76%

and 0.38%, respectively. Xia and Kulis [17] proposed a fully unsupervised deep learning net-

work referred to as W-Net model. The model concatenates two U-Nets for dense prediction

and reconstruction of the segmentation outputs. Also, post-processing schemes, such as fully

connected Conditional Random Field and Hierarchical segmentation were successively

employed to provide accurate segmentation edges and merging of over-segmented regions

respectively. The model was evaluated on the Berkeley Segmentation Database (BSDS300 and

BSDS500). An overlap of 60% and 59% with respect to ground truth was reported for the two

datasets. Tong et al. [18] proposed a U-Net model to segment the pulmonary nodules in CT

images. Initially, the pulmonary parenchyma was obtained through binary segmentation fol-

lowed by the use of morphological operators. Later the segmented lung parenchyma is divided

into 64x64 cubes and introduced to a modified U-Net model comprising of residual modules

instead of plain neural units. The new model provided an improvement in the training speed

and also prevented over-fitting. The model presented better segmentation outputs when com-

pared to other segmentation algorithms such as Level set [19] and Graph-cut [20] techniques.

Here we propose an RDAU-NET (Residual Dilated Attention Gate) architecture to segment

the lesions in BUS images. Our contributions are as follows: (a) propose a model similar to

[21] where residual units replace the plain neural units in the encoder-decoder structure of the

U-Net structure to extract more features from the BUS image, (b) addition of dilated convolu-

tion model to the end of encoder pipeline to obtain semantic information from a large recep-

tive field and (c) inclusion of Attention Gate(AG) system, in the skip connection part of the

encoder-decoder section to suppress the irrelevant information and to effectively improve the

sensitivity and prediction accuracy of the model. Figs 2 and 3 illustrates a few of the test images

along with the segmentation results realized by the proposed model. The rest of the paper is

organized as follows. Section 2 describes the RDAU-NET network structure, Section 3 explains

the dataset and the augmentation technique adopted for training the RDAU-NET, Section 4

presents the experimental results followed by discussion and conclusion.

Methods

RDAU-NET network model structure

Our model is based on the U-Net architecture proposed by [22]. It has 6 residual units along

the encoder pipeline which extracts the relevant features from the BUS images. Each residual

unit includes a pooling operation and therefore presents a downsampled feature map at the

end of the encoder pipeline. The smaller feature maps tend to reduce the accuracy of the

semantic segmentation, and hence the outputs of the encoder pipeline are fed to a series of

dilated convolution module with 3x3 convolution kernels and dilation ratios of 1, 2, 4, 8, 16,

32 respectively. The module outputs feature maps computed from the large receptive field

which aid in improving the overall segmentation accuracy. Later, the features maps of dilated

convolution module are summed and fed into a decoder pipeline consisting of 5 residual

Lesion Segmentation in BUS images via RDAU-NET
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units. The decoders assist in upsampling the feature maps by concatenating the detailed feature

outputs of the decoder with the corresponding high-level semantic information of the encoder.

Normally traditional U-Net [22] use copying and cropping technique to facilitate the learning

process, but we replace them with Attention Gate (AG) module which concentrates on learn-

ing the lesions rather than the unnecessary background. Further, the decoder pipeline restores

the segmentation outputs to input image resolution and the final 1x1 convolution module

presents the classification label of each pixel. Fig 4 illustrates the proposed RDAU-NET model

and the following sections explain each module in detail.

Residual network

With the increase in the number of layers, the network will have better learning ability as it

progresses. However, during training, as the network starts to converge, the accuracy gets satu-

rated and network performance degrades rapidly due to the problem referred to as the “van-

ishing gradients”. Therefore, we introduce residual units into the U-Net to avoid performance

degradation during the training process. He et al. [23] proposed a residual learning correction

Fig 2. Ultrasound breast tumor segmentation based on the RDAU-NET model. Here (a1)—(c1) were obtained

from Dataset B [13]. (a2), (b2), (c2) are gold standard and (a3), (b3), (c3) are the results of the RDAU-NET model

segmentation.

https://doi.org/10.1371/journal.pone.0221535.g002
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scheme to avoid performance degradation which is expressed in Eq (1)

y ¼ Fðx; fWigÞ þ x ð1Þ

Here x and y are the input and output vectors of the residual block and Wi is the weight of

the corresponding layer. The function F(x, {Wi}) is the residual function which when added to

x proved easier to train and learn the features than learning directly from the input x. Also, Eq

(1) solved the “vanishing gradient” problem associated with deep networks. By taking the par-

tial derivative of y with respect to x(Eq (2)), we can understand that the partial derivative is

always greater than 1, and thus the gradient does not disappear with the increase of the num-

ber of layers.

@y
@x
¼ 1þ

@Fðx; fWigÞ

@x
ð2Þ

Fig 3. Ultrasound breast tumor segmentation based on the RDAU-NET model. Here(d1)was obtained from Dataset

B [13] and (e1) and (f1) were acquired from the Imaging Department of the First Affiliated Hospital of Shantou

University. Also(d2), (e2) and (f2) are gold standard and (d3), (e3), (f3) are the results of the RDAU-NET model

segmentation.

https://doi.org/10.1371/journal.pone.0221535.g003
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Normally F(x, {Wi}) and x have different dimensions and hence a correction term Ws is

added to the input to match the dimension as shown in Eq (3).

y ¼ Fðx; fWigÞ þWsx ð3Þ

In the proposed RDAU-NET model, the inputs to the residual unit of encoder pipeline are

effectively convolved with a standard 3x3 kernel and the skip connection with the 1x1 kernel

Fig 4. RDAU-NET model structure. The numbers above the boxes (green) indicate that the size of the input along

with the number of channels. For example, 128x128 1 indicate the input resolution and the number of channels

respectively. The blue box represents the outputs from Attention Gate module.

https://doi.org/10.1371/journal.pone.0221535.g004
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(Ws) was used to match the dimensions of the residual function. A detailed structure of the

Residual unit employed in the encoder pipeline is shown in Fig 5(a). Here w x h corresponds

to the width and height of the input and b represents the number of channels. Further BN,

Relu, and S represent the batch normalization, activation function and the stride length (pool-

ing operation) respectively. Also, n denotes the number of filtering operations performed per

layer. In our model n takes values such as 64,128,256,512 and 512 corresponding to layers 2 to

6 of the encoder pipeline. It should be noted that the S is fixed to 2 for all the layers except for

the first residual unit where it is set to 1. The decoder pipeline consists of 5 residual units

which emulate the residual units of encoder section with S = ‘1’ to allow the input and output

to have the same resolution. Fig 5(b) illustrates the residual unit of the decoder pipeline. The

proposed RDAU-NET model avoids performance degradation issues and greatly reduces the

difficulty involved in training a deep network. Further, it effectively improves the feature learn-

ing ability and is beneficial for the extraction of complex feature patterns of BUS images, thus

improving the segmentation results significantly.

Dilation convolution

In CNN architectures, due to convolution and pooling operations, the network present feature

maps with less spatial information that affects the overall segmentation accuracy. Since the

encoder pipeline of the U-Net represents an FC-CNN (Fully Connected CNN), dilated

Fig 5. Residual units of encoder and decoder pipeline. (a) Residual units of encoder pipeline. Here w, h, and b
represent the width, height, and channels of the input feature map, respectively. BN is batch normalization. Relu is an

activation function and n is the number of filters. In the encoding process, the values of n are 64,128,256,512 and 512

for layers 2,3,4,5,6 respectively. (b)Residual units of decoder pipeline. Here values of n are 512, 256, 128, 64 and 32 for

layers 5,4,3,2,1 respectively.

https://doi.org/10.1371/journal.pone.0221535.g005
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convolution modules are often employed in U-Nets [24, 25] to improve the receptive field.

Eq (4) illustrates the dilated convolution operation between the input image f(x,y) and kernel

g(i,j).

zðx; yÞ ¼ sf
X

i;j

f ðxþ i� r; yþ j� rÞ � gði; jÞ þ bg ð4Þ

Here σ is Relu function, β is a biased unit, and r represents the dilation parameter that con-

trols the size of receptive fields. In general, the size of the receptive field can be expressed as:

N ¼ fðKsize þ 1Þ � ðr � 1Þ þ Ksizeg
2

ð5Þ

Where Ksize is the size of the convolution kernel, r is the dilation parameter, and N is the size of

the receptive field, which is illustrated in Fig 6.

In the RDAU-NET model the feature maps of size 4x4 obtained at the end of the encoder

pipeline are fed into a series of dilated convolution modules with r = 1,2,4,8,16,32 and N = 3x3,

7x7, 15x15, 31x31, 63x63 and 127x127 respectively and the outputs of the six convolutions are

added, upsampled (by a factor of 2) and then fed into the decoder pipeline as shown in Fig 4. It

should be noted that in the dilation convolution module, output feature maps have the same

size as that of inputs but contain information from a wide range of receptive fields which

greatly improves the feature learning ability of the network as illustrated in Fig 7.

Attention Gate (AG) module

Although dilated convolutions improve the feature learning ability of the network, still there

are difficulties in reducing the false predictions of small objects that have large shape variations

[26]. This is mainly due to the loss of spatial information in the features maps obtained at the

end of the encoder pipeline. In order to improve the accuracy, the existing segmentation

framework schemes [27–29] rely on the addition of object positioning models to simplify the

task obtaining the spatial attributes. Oktay et al. [26] proposed the attention U-Net network,

which integrated the AG module into the U-Net model to realize spatial localization and

Fig 6. Illustration of receptive fields for r = 1 and r = 2. (a) and (b) illustrate the visual field of a 3x3 convolution

kernel with r = 1 and r = 2 respectively. When r = 2, though the kernel parameters remain the same, the receptive field

has increased to 7x7 (shown as the orange and blue parts in(b)) when compared to traditional convolution (r = 1, as

shown in the blue part of (a)). Therefore the dilation process increases the size of the receptive field and compensates

for the subsampling.

https://doi.org/10.1371/journal.pone.0221535.g006
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subsequent segmentation. The AG module eliminated the need for training multiple models

which required a large number of additional training parameters. In addition, compared to the

positioning model used in multi-level U-Net network, the AG module gradually suppresses

the feature response in the irrelevant background regions and strengthens the learning ability

of foreground [30].

The AG model derives attention coefficients that aid in improving the segmentation accu-

racy. Here the coefficients are computed by combining “rich feature maps with low spatial

information” obtained from the upsampled decoder layers with the high-level semantic out-

puts of the corresponding encoder layer. Once the gating coefficients are computed, they are

element-wise multiplied with the encoder output to retain the significant activation [31]. The

structure of the AG module is shown in Fig 8 and the attention coefficients are computed as

Fig 7. Illustration of the dilated convolution module. Here the dilation parameter r = 2, the stride size S = 1, the

input feature map is 4x4, kernel size is 3x3 and receptive filedN is 7x7. After processing using dilated convolution, the

size of the original feature map remains the same but the receptive fields increases while keeping the parameters of the

model intact.

https://doi.org/10.1371/journal.pone.0221535.g007

Fig 8. Schematic diagram of the Attention Gate (AG).

https://doi.org/10.1371/journal.pone.0221535.g008
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based in Eqs (6) and (7)

a ¼ s2fWk½Wintðs1ðWh � hþWg � g þ bh;gÞÞ þ bint� þ bkg ð6Þ

s2ðxÞ ¼
1

1þ expð� xÞ
ð7Þ

Here α 2 [0, 1] denote the computed attention coefficients, g and h represent the feature

maps presented to the inputs of AG module from the decoder and encoder pipelines respec-

tively and Wg, Wh, Wint, Wk indicate the convolution kernels. We choose the kernel size as 1x1

to reduce the number of training parameters and the computational complexity. Also σ2 is sig-

moid activation function which limits the range between 0 and 1 and σ1 is the Relu function.

Here sigmoid was chosen over softmax since it provided dense activations at the output [26].

AG module outputs the constructive features through elementwise multiplication of α with

the corresponding encoder layer output as given by Eq (8).

houtput ¼ a� h ð8Þ

The output of the AG module (houtput) filters out the irrelevant context information and

aggravate the useful feature information that effectively improves the sensitivity and prediction

accuracy of the model. Further, when compared to [31], since the h and g are of the same reso-

lution, our AG module eliminates the need for the computationally intensive interpolation

operation and thus operate faster with less memory requirement.

Materials

Data collection

This study considered a total of 1062 BUS images obtained from three different sources: (a)

GelderseVallei Hospital in Ede, the Netherlands [14], (b) First Affiliated Hospital of Shantou

University, Guangdong Province, China, and (c) BUS images obtained from Breast Ultra-

sound Lesions Dataset (Dataset B) [13]. The performance evaluation was based on cross-vali-

dation where the training set was used to train the proposed RDAU-NET model and the

validation set was considered for fine-tuning the parameters. The optimized model was tested

for segmentation performance and generalization ability using the samples of the testing set.

For training and validation, we used the BUS images from [14]. The training and validation set

contained 730 and 127 samples respectively. The test set consisted of 205 samples comprised

of 163 BUS images obtained from Dataset B [13]and 42 BUS images provided by the Imaging

Department of the First Affiliated Hospital of Shantou University. The BUS images obtained

from Shantou First Affiliated Hospital were acquired using the GE Voluson E10 Ultrasound

Diagnostic System(L11-5 50mm broadband linear array transducer, 7.5MHz frequency) The

training, validation and the test images contained both malignant and benign BUS lesions.

The RDAU-NET structure proposed in the work uses Keras (2.1.6) framework and calls Ten-

sorflow (1.11.0). The entire model was executed using GPU TITAN XP with operating system

Ubuntu version 14.04, CUDA version 9.0, cuDNN version of 7.1.2 and graphics card’s mem-

ory of 12GB.

Data processing

To accomplish the task of cross-validation on the dataset, the training dataset had to be labeled.

The BUS images from [14] were manually segmented and labeled(ground truth) by the

Lesion Segmentation in BUS images via RDAU-NET
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specialist with more than 7 years of experience at the First Affiliated Hospital of Shantou Uni-

versity. To achieve a good segmentation under the limited number of training samples, data

augmentation [32] was performed to expand the training data set. Here we first merge the

BUS images and their ground truths together and then perform four affine transformations

(shift along the vertical axis, shift along the horizontal axis, shear transformation and flipping

about the horizontal plane) to obtain a new transformed image. Later the transformed image

and its new ground truth are separated and appended to the training set as additional training

images. Thus 730 images of the training set were expanded to obtain 2919 images. The data

augmentation process is pictorially illustrated in Fig 9.

Results and discussion

Two separate experiments were performed to illustrate the effectiveness of the proposed

RDAU-NET model: (a) The best input image resolution that can provide a good qualitative

and quantitative segmentation results when used with RDAU-NET model (b) Performance

evaluation of the segmentation outputs of RDAU-NET model over FCN8s, FCN16s [33],

U-Net [22], SegNet [34], Residual U-Net [35], Squeeze U-Net [36], Dilated U-Net [37],

RAU-NET (Residual-Attention-UNet), DAU-NET(Dilated-Attention-UNet), and RDU-NET

(Residual-dilated-UNet), The performance of the segmentation outputs was evaluated using

the 9 evaluation indices: Accuracy(Acc), Precision(Pc), Recall, Dice coefficient(DC), Mean-

Intersection-Over-Union(M-IOU), Area-Under-Curve(AUC), Sensitivity(Sen), Specificity

(Sp) and F1score(F1). These performance indicators were computed as follows:

1. Dice coefficient [38]: It represents the degree of similarity between the segmented output

of the proposed model and the gold standard. The higher the similarity between the tumor

region and the gold standard, the greater is the Dice coefficient and better the segmentation

result. The Dice coefficient is calculated as,

Dice CoefficientðDCÞ ¼
2� ðX \ YÞ
ðX þ YÞ

ð9Þ

Also, the dice coefficient loss (Dice_loss) is the loss and is computed as follows.

Dice Coefficient LossðLossÞ ¼ 1:0 �
2� ðX \ YÞ
ðX þ YÞ

ð10Þ

where, X is the gold standard, which is the average result marked by two clinical experts, Y

Fig 9. Data augmentation illustrating horizontal flipping to expand the training dataset.

https://doi.org/10.1371/journal.pone.0221535.g009
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is the tumor area segmented by the model and X \ Y represents the area of overlap between

the gold standard and the segmented output of the model.

2. Mean-Intersection-over-Union(M-IOU) [39]: is defined as the average ratio between the

intersection and union of the gold standard and the segmented output of the model. It

provides a measures coincidence between the gold standard and the segmented output of

proposed the model. Higher the coincidence, greater is the M-IOU and better is the seg-

mentation accuracy M-IOU is expressed as follows. Where N is the number of IOU.

IOU ¼
X \ Y
X [ Y

ð11Þ

M � IOU ¼
PN

i¼1
IOUi

N
ð12Þ

3. Performance indicators that are obtained from the confusion matrix: The Accuracy, Preci-

sion, Sensitivity, Specificity, and F1 score. These are associated with true positive (TP), true

negative (TN), false positive (FP) and false negative (FN) of the confusion matrix. Here we

have explained them in the Table 1. TP, FP, FN and TN are the numbers of pixels corre-

sponding to the four categories and the formula of performance indicators is shown in

Table 2.

4. The area under the curve (AUC): AUC is the area under the receiver operating characteris-

tic (ROC) curve. It represents the degree or the measure of separability and indicates the

capability of the model in distinguishing the classes. Higher the AUC better is the segmen-

tation output and hence the model.

Qualitative and quantitative analysis of the RDAU-NET model for

different input image resolutions

As a preliminary experiment, the segmentation task on BUS images was performed with 4 dif-

ferent network input sizes of 64x64, 96x96, 128x128 and 256x256 pixels. During the experi-

ment, the number of training epochs was set to 300 and the batch size for 64x64, 96x96,

Table 1. Definition of the abbreviations.

Category Actual lesion Actual non-lesion

Predicted lesion True Positive(TP) False Positive(FP)

Predicted non-lesion False Negative(FN) True Negative(TN)

https://doi.org/10.1371/journal.pone.0221535.t001

Table 2. The formula of performance measure.

Performance Measure Formula Description

Accuracy(Acc) TPþTN
TPþFPþFNþTN A ratio of the number of correctly predicated pixels to the total number of pixels in the image

Precision(Pc) TP
TPþFP A ratio of the number of correctly predicated lesion pixels to the total number of predicted lesion pixels

Recall/sensitivity(Sen) TP
TPþFN A ratio of the number of correctly predicated lesion pixels to the total number of actual lesion pixels

F1score(F1) 2�
Precision�Sensitivity
PrecisionþSensitivity

A measure for the accuracy

Specificity(Sp) TN
TNþFP A ratio of the number of correctly predicated non-lesion pixels to the total number of actual non-lesion pixels

https://doi.org/10.1371/journal.pone.0221535.t002
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128x128 was selected as 32 while the batch size of 256x256 was 16. The batch sizes were mainly

chosen to reduce the computational overhead and satisfy the memory requirements. The seg-

mentation results of the experiment are shown in Fig 10 and Table 3 illustrates the perfor-

mance metrics computed using Eqs (9) to (12) and Table 2. From Fig 10(a) to Fig 10(f), it can

be seen intuitively that the best automatic segmentation results were obtained for the input

image size of 128x128 pixels (Fig 10(e)). Also, the performance metrics (Table 3) emphasize

that the maximum values are obtained for the input size of 128x128 pixels. In terms of compu-

tation time, though the inputs of size 64x64 pixels presented the least time, their segmentation

results were not accurate. Therefore, the experiments were on focused on using 128x128 as the

input image resolution for further evaluations and comparisons.

Performance evaluation of the segmentation outputs of the RDAU-NET

with other models

Qualitative comparison with other models. For the qualitative performance comparison,

the segmentation results of FCN8s, FCN16s, SegNet, U-Net, Residual U-Net, Squeeze U-Net,

Dilated U-Net, RAU-NET, DAU-NET, RDU-NET, and RDAU-NET models are presented in

Figs 11–13. In all these cases the input images that were tested were of size 128x128 and seg-

mented outputs are of the same size.

Fig 10. Sample image from Dataset B [13]. (a) image of malignant invasive ductal carcinoma. (b) Gold standard. (c-f)

are the results of segmentation for input sizes are 64x64, 96x96, 128x128, and 256x256 respectively.

https://doi.org/10.1371/journal.pone.0221535.g010

Table 3. Quantitative evaluation of BUS images of different input sizes.

Input Size Loss Acc DC Sen Sp F1 Pc M-IOU AUC Train(min)

64 × 64 0.2033 0.9758 0.7966 0.7921 0.9914 0.7968 0.8471 0.7863 0.9094 75

96 × 96 0.1713 0.9775 0.8286 0.8232 0.9920 0.8291 0.8669 0.8019 0.9186 105

128 × 128 0.1530 0.9791 0.8469 0.8319 0.9934 0.8478 0.8858 0.8067 0.9227 140

256 × 256 0.1664 0.9668 0.8335 0.8208 0.9935 0.8403 0.8807 0.7992 0.9147 435

https://doi.org/10.1371/journal.pone.0221535.t003
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Fig 11. Segmentation outputs for the BUS images from the test dataset. The test dataset was obtained from Dataset B. Fig 11(a

—d) illustrate the results for test images obtained from Dataset B. (a1), (b1), (c1), (d1) are the gold standard. (a2)—(a12), (b2)—

(b12), (c2)—(c12), (d2)—(d12) are the segmentation results from RDAU-NET, FCN8s, FCN16s, SegNet, U-Net, Residual U-Net,

Squeeze U-Net, Dilated U-Net, RAU-NET, DAU-NET, RDU-NET respectively.

https://doi.org/10.1371/journal.pone.0221535.g011
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Fig 12. Segmentation outputs for the BUS images from the test dataset. The test dataset was obtained from Dataset B. Fig 12(e

—h) illustrate the results for test images obtained from Dataset B. (e1), (f1), (g1), (h1) are the gold standard. (e2)—(e12), (f2)—

(f12), (g2)—(g12), (h2)—(h12) are the segmentation results from RDAU-NET, FCN8s, FCN16s, SegNet, U-Net, Residual U-Net,

Squeeze U-Net, Dilated U-Net, RAU-NET, DAU-NET, RDU-NET respectively.

https://doi.org/10.1371/journal.pone.0221535.g012
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Fig 13. Segmentation outputs for the BUS images from the test dataset. The test dataset was obtained from the Imaging

Department of the First Affiliated Hospital of Shantou University. Fig 13(i—L) represents the outputs for the test images

acquired from Imaging Department of the First Affiliated Hospital of Shantou University. (i1), (j1), (k1) and (L1) are the gold

standard. (i2)—(i12), (j2)—(j12), (k2)—(k12) and (L2)—(L12) are the segmentation results from RDAU-NET, FCN8s, FCN16s,

SegNet, U-Net, Residual U-Net, Squeeze U-Net, Dilated U-Net, RAU-NET, DAU-NET, RDU-NET respectively.

https://doi.org/10.1371/journal.pone.0221535.g013
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The qualitative comparison presents the following conclusions:

1. The segmentation results of FCN8s and FCN16s are rough, with details being neglected,

especially at the edges which show jagged contours leading to poor segmentation outputs.

2. Squeeze U-Net, RAU-NET, DAU-NET, RDU-NET present segmentation outputs better

than SegNet and U-Net models.

3. The RDAU-NET model presents visually better segmentation results than other models

and the final segmentation outputs are close to the gold standards. Also, the segmentation

outputs of RDAU-NET model are superior when compared to Residual U-Net and Dilated

U-Net.

Further, Figs 14–16 presents the performance curves obtained during the simulation the

RDAU-NET during training, validation and testing process.

Quantitative comparison with other models. For the quantitative evaluation, a compari-

son was performed based on Eqs (9) to (12) between the segmented results of the proposed

model and those obtained for the FCN8s, FCN16s, SegNet, U-Net, Residual U-Net, Squeeze

U-Net, Dilated U-Net, RAU-NET, DAU-NET, RDU-NET, and RDAU-NET. The evaluation

results are tabulated in Table 4.

Fig 14. RDAU-NET performance indicators for training, validation. Here the plots (a—d) represent the performance metrics during training

and validation.

https://doi.org/10.1371/journal.pone.0221535.g014
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The quantitative comparison presents the following conclusions from Table 4:

1. The segmentation performance of traditional U-Net is better than FCN8s, FCN16s, SegNet.

2. The segmentation results are comparatively better for Residual U-Net, Squeeze U-Net, and

Dilated U-Net when compared with traditional U-Net. The improvement can be attributed

to additional modules that are integrated into U-Net architecture.

3. In most of the evaluation parameters, the proposed RDAU-NET outperforms other models,

and thus combing the three modules (Residual unit, Dilation unit, and Attention Gate) has

provided accurate segmentation of lesions in BUS images.

Conclusion

Though U-Net is a widely used model in medical image segmentation, it has not achieved

the expected outcomes in BUS tumor segmentation. This is mainly due to the high noise,

low contrast and weak boundary of ultrasound images. Therefore to achieve accurate seg-

mentation, the model requires more powerful feature extraction and classification abilities.

The new model, RDAU-NET proposed in the paper employed residual units dilated convo-

lution and attention gate system top effectively segment the tumor region in BUS images.

Fig 15. RDAU-NET performance indicators for training, validation. Here the plots (e—h) represent the performance metrics during training

and validation.

https://doi.org/10.1371/journal.pone.0221535.g015
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The experimental results show that the RDAU-NET model can accurately and efficiently

segment the tumor region, and the final test results are superior to the traditional convolu-

tion neural network segmentation models, and hence has a great prospect for clinical

application.

Fig 16. RDAU-NET performance indicators for training, validation, and testing. Here the plots (i) represent the performance metrics during

training and validation and plots (j and k) specify the performance during testing: Fig 16(j) denotes ROC curve and AUC with respect to True

Positive Rate and False Positive Rate and Fig 16(k) illustrate the AUC in relation to Precision and Recall.

https://doi.org/10.1371/journal.pone.0221535.g016

Table 4. Quantitative segmentation results for different models based on the testing dataset.

Experimental Model Loss Acc DC Sen Sp F1 Pc M-IOU AUC

FCN8s 0.3676 0.9530 0.6323 0.7040 0.9729 0.6333 0.6085 0.7013 0.9500

FCN16s [33] 0.4507 0.9348 0.5492 0.7018 0.9528 0.5498 0.4842 0.6642 0.9147

SegNet [34] 0.1829 0.9752 0.8170 0.8395 0.9883 0.8171 0.8141 0.7914 0.9276

U-Net [22] 0.1795 0.9757 0.8204 0.8466 0.9891 0.8211 0.8185 0.7983 0.9269

Residual U-Net [35] 0.1746 0.9778 0.8253 0.8165 0.9930 0.8255 0.8670 0.7933 0.9181

Squeeze U-Net [36] 0.2077 0.9745 0.7922 0.7801 0.9909 0.7924 0.8425 0.7863 0.9301

Dilated U-Net [37] 0.1905 0.9740 0.8094 0.8433 0.9877 0.8098 0.8084 0.7784 0.9487

RAU-NET 0.1925 0.9768 0.8074 0.7847 0.9929 0.8081 0.8680 0.8023 0.9070

DAU-NET 0.1576 0.9781 0.8423 0.8392 0.9925 0.8431 0.8659 0.8035 0.9210

RDU-NET 0.1650 0.9784 0.8349 0.8107 0.9936 0.8356 0.8896 0.8087 0.9148

RDAU-NET 0.1530 0.9791 0.8469 0.8319 0.9934 0.8478 0.8858 0.8067 0.9227

https://doi.org/10.1371/journal.pone.0221535.t004
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Abstract: Sericulture is traditionally a labor-intensive rural-based industry. In modern contexts,
the development of process automation faces new challenges related to quality and efficiency. During
the silkworm farming life cycle, a common issue is represented by the gender classification of the
cocoons. Improper cocoon separation negatively affects quantity and quality of the yield resulting in
disruptive bottlenecks for the productivity. To tackle this issue, this paper proposes a multi sensor
system for silkworm cocoons gender classification and separation. Utilizing a load sensor and a digital
camera, the system acquires weight and digital images from individual silkworm cocoons. An image
processing procedure is then applied to extract significant shape-related features from each image
instance, which, combined with the weight data, are provided as inputs to train a Support Vector
Machine-based pattern classifier for gender classification. Subsequently, an air blower mechanism
and a conveyor system sort the cocoons into their respective bins. The developed system was trained
and tested on two different types of silkworm cocoons breeds, respectively CSR2 and Pure Mysore.
The system performances are finally discussed in terms of accuracy, robustness and computation time.

Keywords: multi-sensor; image processing; support vector machine; pattern recognition

1. Introduction

Silk is the most distinguished textile in the world. It has a natural luster and is popularly known as
the “Queen of Textiles” [1]. Silk is a product of sericulture, which is produced from silkworm or Bombyx
mori, which means “silkworm of the black mulberry tree” [2,3]. Like most insects, the silkworm life
cycle has four stages of development, respectively egg, larva, pupa, and adult moth (Figure 1a). A pair
of male and female fully-grown adult moth mate with each other, and the female subsequently lays
eggs and dies. The egg hatches and emerges out as a larva (also called a caterpillar), which feeds on
mulberry leaves and grows for a period of 4 weeks. Once the larva stops feeding it enters the pupal
stage, where it uses its secretion to form a protective outer shell called a cocoon [4]. After 3 weeks,
the chrysalis emerges from the cocoon as a moth, it mates, and the female lays eggs permitting the life
cycle to restart. Among these four stages, cocoons are of commercial importance since a continuous
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filament of raw silk is directly produced from cocoons by terminating the growth of the caterpillar
while inside the cocoon.
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The sericulture industry is labor intensive, mostly rural-based, and multidisciplinary in nature.
It involves on-farm activities such as mulberry cultivation, egg production, silkworm rearing, cocoon
production, and off-farm activities like raw silk reeling, spinning, throwing, and weaving. Grainage
centers [5] separate the cocoons based on their gender and allow pairs to mate and produce silkworm
eggs (also called seeds). These seeds are utilized by the farmers for cocoon production and later based
on the quality and requirements, the cocoons are either sent for reeling, to obtain raw silk or made
available to the grainage centers for increased seed production.

In terms of productivity, the success of the silk industry depends mainly on the pre-cocoon stages
of the silkworm life-cycle [6], however, literature and industrial practices surveys highlight a gap in
the automation development in the pre-cocoon stage compared to post-cocoon stage.

Table 1 summarizes the commercially-available machinery for both pre- and post-cocoon stages,
the latter of which can rely on automated machines to reduce the manual labor involved and to improve
the production yield.

In terms of quality and quantity, best practices in seed production require (a) sorting the silkworms
based on gender and (b) and allowing the best pairs to mate in a constrained environment [5]. Although
silkworms can be sorted at different stages during their life cycle (see Table 2), the cocoon stage is the
most effective since it causes minor damages to the pupa [6].

Currently, at the grainage centers [7], the cocoons which contain the live chrysalis are weighed
and separated as males or females. Then the best cocoon pairs are kept in circular cubicles (Figure 2a)
to subsequently allow the moth to emerge, mate and lay the eggs. This manual cocoon-sorting is
made possible since females are bulkier and heavier than the male chrysalises. However, this task is
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still mainly performed manually by employing highly skilled professionals, since a low accuracy in
cocoon separation according to the gender may lead to selfing [8,9], decreasing the quantity of the laid
eggs [10].

Table 1. Available machinery for pre and post-cocoon stage.

Pre-Cocoon Stage Post-Cocoon Stage

Machine for crushing shoots Cocoon de-flossing machine
Mulberry pruning machine Denier detecting device in silk reeling
Litter separation machine Long skein silk book making machine

Pedal-operated reeling twisting machine for muga
and tasar silk Reeling

Reeling and twisting machine
Solar-operated spinning machine

Motorized pedal-operated spinning machine
Wet reeling machine
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Figure 2. (a) Image of cubicles used for egg production. (b) Eggs produced by incorrect separation of
cocoons. (c) Eggs produced by pairing best male and female cocoons.

Table 2. Methods for silkworm gender classification for different stages [11–15].

Stages Methods Remarks

Chromosome
Presence or absence of the “W” chromosome

Female—ZW chromosome
Male—ZZ chromosome

Not practical—high cost

Egg
Color of the egg

Males are usually light yellow
Females are dark brown in color

Not practical—need for skilled workers

Larval
Markings are exhibited on the larval body

Female—crescent marking
Males—plain

Sex separation is possible only on the 1st day of
5th instar. Process is laborious and too slow

operation, larvae may get injured

Cocoon

Color and weight
Color—females are golden yellow/

Males white—CSR2
Weight—females are heavier than males

Color depends on various silkworm breeds
Weight—each cocoon is weighed individually

and sorted—presently followed in
grainages—non-destructive

Pupa Males are smaller in size whereas females
are plumper

Reliable/low error—cocoons have to be cut open
to remove the pupae, which may cause injury

to pupae

Moth

Males are small, slender active moving in
semi-circles with bent abdomen/females are

bigger with bloated abdomen and
rather lethargic

Males and females are easily separated. Selfing
takes place affecting the quality of the eggs,

health hazards from moth dust

Moreover, the quantity of eggs depends on the proper selection of cocoons quality, in terms
of weight and shape, which should fall in specific ranges indicated by industrial standards [6,10].
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According to the industrial partner best practices, the weight of Pure Mysore-breed silkworm cocoons
ranges from 0.8 to 1.1 g for male and from 1.2 to 1.4 g for female cocoons. The CSR 2 breed cocoons
weight ranges from 0.7 to 1.4 g for male and 1.5 to 2.0 g for female cocoons. Moreover, overall
circumference of the female cocoon is larger when compared to the male cocoons.

Figure 2b shows the effect of selfing due to incorrect classification on the quantity of laid eggs
compared to the ideal separation (Figure 2c).

The literature review provides detailed information about various methods and techniques used
for gender separation of silkworm cocoons with a focus on feasibility of usage at grainage centers
by untrained professionals. The available techniques can be broadly classified as destructive and
non-destructive methods. Destructive methods effectively differentiate the silkworms, but cause
permanent damage either to egg, larva, cocoon, or pupae and therefore cannot be further used for seed
production or reeling. Non-destructive methods cause less or minimal damage to the silkworms and
allow the insect (egg, larva, cocoon, or pupae) to be used in subsequent process. Figure 3 illustrates
these methods and the following paragraph reports them in detail.
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Figure 3. Methods of silkworm gender separation process.

A DNA based gender separation method for sorting silkworm at larvae stage was developed by
Tang Pei [15]. It is a chemical based method which required highly trained professionals and suitable
only for constrained working environments. X-ray imaging-based gender separation techniques were
presented in [14,16]. Calvin J. Witdouck [14] passed X-rays through the silkworm larvae (caterpillar) to
identify its gender. Cai et al. [16] demonstrated a prototype with an appropriate classification tool
for successfully discriminating the gender of silkworm by X-ray imaging the cocoons. Shape features
such as major axis, minor axis, ratio of major axis to minor axis, eccentricity, roundness, rectangularity,
complexity, concave and convex characteristics of the chrysalis are extracted from X-ray images and
inputted to pre-trained classifiers such as k-Nearest Neighbor (kNN) [17], Linear Discriminant Analysis
(LDA) [18], Neural Networks (NN) [19] and Support Vector Machine (SVM) [20] to accurately classify
the cocoons as male or female. The authors considered 1071 samples from three hybrid breeds and
have reported an accuracy of 93.68% with kNN classifier. Although the X-ray-based methods provide
considerably high classification accuracy, constant exposure of the silkworm cocoons to the X-rays
may again result mutations leading to poor egg lays, if the cocoons are used in grainages for seed
production [21].

A number of light-based sorting systems were developed by Shinji Hayashizaki et al. [22],
Raie et al. [23], Yang Bin et al. [24]. In [22] the authors reported light inspection system where the
cocoon was cut-open and each pupa was examined under visible light and near infrared light of
wavelength 600 nm to 1100 nm. Further the frequency data reflected from the pupa are analyzed
and compared with the predefined threshold, based on which the pupa was classified as male or
female. Further, in [23], each pupa was again examined under a stereo-microscope. These images were
transferred to a computer for processing and image analysis. Under analysis, the gender gland of the



Sensors 2019, 19, 2656 5 of 18

silkworm was observed, based on which the sorting was carried out. In both cases, the cocoons are
opened to take out the pupa resulting in a high chance of the pupa getting damaged, and further cut
cocoons cannot be used for reeling. Moreover, the method is slow and requires trained professionals to
examine each pupa accurately.

Zhang et al. [25] developed an apparatus to classify male and female cocoons by radiating
ultraviolet rays on the cocoons. The cocoon being tested presented different fluorescence characteristics
based on gender. The male cocoon showed yellow (wavelength in the range of 577–597 nm) and female
cocoon showed purple (wavelength 390–455nm) fluorescence characteristics respectively. The entire
process has to be carried out in a dark room and the assessment is based on the human vision.
Additionally, this method is labor intensive and requires additional overhead of 200 W power source
and 3600 A wavelength UV light source. This method was further improved by Yang Bin et al. [24]
who automated the process based on the color assessment of the fluorescence characteristics provided
by male cocoons, integrating a photosensitive yellow filter with the ultraviolet filter for detecting and
separating the male cocoon from the female ones.

Yu Xiaohua [26] developed a method for identifying male silkworm cocoon by degumming, i.e.,
soaking the cocoon in hot water and extracting the fibers. Later the fibers are subject to a chemical
process to assess the methionine content and aspartic acid value of three amino acids, based on which
the gender can be determined. This is again a non-automated chemical-based technique, which requires
heating of the cocoon which can damage the pupa.

Very few non-destructive methods were developed for gender separation of silkworms. An MRI
imaging technique operating at 20MHz was used by C. Liu, Z.H. Ren [27] to determine the gender of
the silkworm. The MRI image of the cocoon along with live pupa is acquired and later transformed by
fast Fourier transform and T2 weighted images (to accurately reflect the tissue contrast into picture
contrast) were obtained that aids in distinguishing the gender of the silkworms. Although the method is
non-destructive and causes minimal damage to cocoon and the pupa, the imaging process is expensive
and practically unsuitable for grainage centers.

Udaya et al. [28] developed a prototype which included metal grids of various sizes which vibrate
when connected to an electric motor. The cocoons were sorted based on the size of the cocoons.
The female cocoons are bulkier whereas males are thin and slender. The cocoons are transferred into
the vibrating grids of the sorting machine which are of varying size to separate the cocoons. Though
the system was able to achieve an accuracy of 96% in sorting, the device is not meant for gender
separation but mainly used for grading the quality of Tasar variety of cocoons. The graded cocoons are
later sent to reeling where raw silk is extracted from the graded cocoons.

Further, Mahesh et al. [20] proposed a novel non-destructive vision-based system to classify the
cocoons. The methodology integrated the weight, volume, and ZM-based shape features of the cocoons
to form an integrated feature vector for training kNN, LDA, NN, and SVM classifiers. To validate the
integration of these features, the performance was compared with the one obtained from integration
of geometric shape features and integration of weight and volume with geometric shape features.
The method used CSR2 and pure Mysore breeds of cocoons to conduct the experiment. The results
indicated a better performance of NN and SVM classifiers. An accuracy of 91.3% was achieved from
CSR2 cocoon with NN classifier and 100% from pure Mysore cocoons via SVM-based classifier.

This detailed literature review indicates the existing technologies used for silkworm gender
separation at different stages of their life cycle. Separation of silkworm at stages such as eggs, larvae,
or pupae is not feasible in grainage centers [27,29]. X-ray or MRI images of the cocoon are high-cost
alternatives which provide accurate classification, but the radiation can damage the pupa inside the
cocoon. Currently, at grainage centers, the sorting process is manual, where the cocoons’ weight (which
includes the live pupa) and shape are used as features to distinguish their gender.

Taking into account literature and industrial practice gaps, this paper presents the design and
development of a novel non-destructive multi-sensor-based system to classify silkworm cocoons
according to their gender. The system extracts the features of cocoons (weight and shape) individually
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and provides them as inputs to a pre-trained pattern classification model which in turn classifies the
cocoons as male or female. Subsequently, a pair of air blowers and a conveyor system sort the cocoons
into their respective bins. The developed system was trained and tested on two types of silkworm
cocoons breeds, namely CSR2 and Pure Mysore, both provided by Central Silk Board Registered
Grainage Center, Karnataka, India.

The prominent advantages of the developed system are (a) elimination of human intervention in
separation process, (b) reduction in mis-classification error, (c) good repeatability when compared to
manual separation process, and (d) overall increase in speed of separation process.

2. Design and Development of Silkworm Cocoon Gender Classification Multi-Sensor System

The multi-sensor system was designed and prototyped with the aim of performing automatic
silkworm cocoons gender classification process. A schematic diagram of the proposed system is shown
in Figure 4. The corresponding 3D model and developed prototype are shown in Figures 5 and 6.

The cocoons were initially stored in the hopper, then individually picked by a vertical conveyor
module (VCM). The cocoons entered one by one into the feature extraction module (FEM), where
each cocoon was analyzed and their features such as shape and weight were extracted. A dedicated
software, which executes on a standalone workstation, acquired a digital image and weight of each
cocoon, and subsequently extracted significant shape-related features from image instances. Image
features and weight data were then combined in an input feature vector, which was inputted to a
pre-trained pattern recognition classifier for decision-making on gender classification. Eventually,
individual cocoons were transported through a horizontal conveyor module (HCM) which performed
the physical sorting of the cocoons and disposed them into dedicated male or female bins. Each module
is illustrated in detail in the remainder of this paper.
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2.1. Vertical Conveyor Module (VCM)

The purpose of VCM is to pick individual cocoons from the hopper and feed them into the feature
extraction module at a constant velocity without causing major physical damage to cocoons. It consists
of a 60 cm-long conveyor belt, which passes through a 12 cm-diameter pulley mounted on the frame
plates with the help of bearing support (Figure 7a,c). A 12 V, 10 rpm DC motor drives the pulley which
allows each cocoon to travel at a speed of 6.3 cm/s. A loading hopper made from acrylic, which can
accommodate up to 1 kg of cocoons (approximately 770 specimens), is rigidly mounted on frame plates.
The VCM is endowed with 16 specially-designed concave-shaped spoons that can accommodate one
cocoon at a time. Such spoons are riveted on the conveyor belt as shown in Figure 7a,c. The distance
between two consecutive spoons is 10 cm. Spoon edges are smoothed to avoid sticking to the cocoon
fibers. Two pairs of flappers are mounted on both sides of the metal frame (Figure 7c). The position of
flappers was determined experimentally to align the cocoons with the concavity of the spoons and to
avoid clinging to the fibrous outer shells of the other cocoons. Once the cocoons were picked up by
these spoons, they were transferred to FEM for analysis. In this respect, a guide plate (Figure 8a,b) is
positioned on rear side of VCM to enable smooth transfer of cocoons from VCM to FEM.
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2.2. Features Extraction Module (FEM)

The FEM shown in Figure 8 consists of a camera support bracket, flip plate, slope box, exit box,
a detachable load sensor, and an air blower mechanism. The module extracts both the shape features
of cocoon via image processing and the weight of the cocoon (in g) via the load sensor and feeds such
information into a binary classifier to determine the cocoon gender. A 5 mega pixel digital camera is
mounted on the support bracket and a flip plate made of acrylic is mounted below the camera assembly.
The structure allows continuous acquisition of objects on the flip plate. The flip plate is attached to a
rotating shaft which is powered by a servo motor to allow the plate to be positioned at three different
orientations (a) 0◦ (horizontal), (b) 90◦ (clockwise), and (c) −90◦ (counter clockwise). When the system
is switched on, the flip plate is positioned horizontally to receive cocoons from the VCM.

Silkworm cocoons have a hard shell that is covered by fibrous outer coating as shown in Figure 9a,b.
The accuracy of the classifier depends on how well the shape features are extracted from the cocoon
rigid shell images by eliminating the negative effect of fibrous coating. Practically, it is not possible
to remove the fibers from each cocoon manually at grainage centers before loading cocoons into the
hopper. To tackle this issue, the FEM is endowed with an 18 W square LED panel light (shown in
Figure 9a,b) attached to the flip plate. Such an illumination system provides the necessary back-lighting
to capture the silhouette of the hard shell of the cocoon enabling accurate area calculation by image
thresholding techniques [30,31].
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Figure 9. (a) RGB image of the cocoon on flip plate captured by FEM camera without backlight, (b) RGB
image of the cocoon on flip plate captured by FEM camera with backlight illumination, and (c) binarized
image of the cocoon shell with fibrous outer surface removed.

By comparing the two images, the cocoon sample in normal light conditions without backlight
(Figure 9a) and the same cocoon sample placed on the flip plate with backlight (Figure 9b), the advantage
of the adopted illumination system is evident in the results.

After image acquisition, the cocoon is transferred to the load sensor by letting it fall through
a slope box (see Figure 4), where the velocity of falling cocoon is attenuated by travelling through
number of inclined slopes. Once fallen on the load sensor unit, the cocoon weight data are acquired
with a resolution of ±0.01 g and transferred to the workstation.

Following the weight data acquisition, an air blower mechanism (Figure 10) is employed to
transfer the cocoon from the load sensor unit to the HCM. The blower mechanism consists of an air
blower which continuously provides a compressed air supply and a freely rotating swivel arm which
is used to stop the air flow instantly. One end of the swivel arm is coupled with a servo motor and
the other end is fixed on the side wall by a freely rotating cylindrical pin joint. Figure 10a shows the
mechanism in closed position (the air stream is blocked). Figure 10b shows the mechanism in open
position (the air stream is directed to the cocoon). Normally, the air blower mechanism is in the closed
position, hence no air flow is directed on the cocoon. Once the weight data are acquired, the system
sends a command to the servo motor and the swivel arm opens for 2 s allowing for the cocoon to
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be transferred from the load sensor to the HCM. As regards the FEM power requirement, the major
contributions are represented by the back light: 18 W, the flip plate servo motor: 5 V × 0.9 A = 4.5 W
and the digital camera: 5 V × 0.5 A = 2.5 W, for a total power requirement equal to 25 W.
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2.3. Horizontal Conveyor Module

Once the shape and weight features are extracted by the FEM, the cocoon moves to next module,
The Horizontal Conveyor Module (HCM) consists of a rotating conveyor belt, an infra-red (IR)
proximity sensors and 2 blower mechanism units (Figure 11). The conveyor belt is 2-meter-long and
actuated by a 12 V DC motor (10 rpm and 120 kg·cm torque) to rotate continuously at a speed of
approximately 8 cm/s. A pair of IR sensors and a pair of air blowers are placed at a distance of 40 cm
along the conveyor as shown in Figure 11.
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Figure 11. (a) Horizontal Conveyor Module; (b) IR proximity sensor close-up.

Their positions were determined empirically based on the computation time required by the
workstation to provide the classification index. The HCM classifies the cocoons based on the index
obtained from the workstation. As the cocoon crosses the first sensor–blower pair, its index is retrieved
from the workstation. Based on the predicted index, the blowers in each pair activate/deactivate and
transfer the cocoon to their respective trays.
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2.4. Communication and Synchronization of Modules

The prototype consists of three modules which contain several individual components.
Each component performs an individual function to carry out the cocoon sorting process. These
components need to be synchronized in order perform automated operation. Figure 12 presents the
flow diagram of silkworm cocoons gender sorting machine.
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The acquired cocoon image in FEM module is sent to the workstation, where the shape features
(area, perimeter, major axis length, minor axis length, etc.) are computed. At times, there is a
chance of entering more than one cocoon into the FEM module. This condition is detected by
computing the cocoon area from the binarized image and comparing it to an empirical threshold value.
The experimental setup was designed to achieve the most favorable experimental conditions in terms
of image quality and illumination, for this reason, the thresholding operation for image binarization is
carried out on the acquired image utilizing the Otsu’s algorithm [32]. If the computed area exceeds the
threshold, then exceeding cocoons are ejected by rotating the flip plate in counterclockwise direction.
Ejected cocoons move out of the module through exit box (Figure 4) to be fed back to the hopper. If the
binarized image area results within the threshold limit (i.e., only one cocoon present on the flip plate),
a signal is provided to the microcontroller to rotate the flip plate in clockwise direction to transfer
the cocoon to the load sensor smoothly through slope box. At this point, the sample cocoon weight
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is acquired and provided to the algorithm in the workstation. Shape and weight features are then
combined and fed to a pre-trained SVM to determine the gender of cocoon under examination. Further,
the cocoon index and its corresponding predicted label are stored in the workstation and the cocoon
present on the load sensor is moved to HCM module by the air blower mechanism.

As the cocoon moves along the HCM, the IR proximity sensors (Figure 11) provide an input signal
to microcontroller-2 which in turn retrieves the classification label of the current cocoon obtained from
the workstation. The label is used to control the respective blowers. In this respect, if the predicted
label is “male”, the first blower is triggered, and the cocoon is pushed on to the “male cocoon tray”.
Conversely, if the cocoon label is “female”, the second blower is triggered and pushes the cocoon into
the “female cocoon tray”.

3. Experimental Methodology

The experimental campaign was carried out on two silkworm cocoons breeds, namely CSR2 and
Pure Mysore, both provided by the industrial partner. Prior to the experimental tests’ commencement,
the cocoons were manually labelled as male and female by highly trained and skilled professionals
using a weight threshold as discriminating parameter. The cocoon weight is an important factor since
it is highly correlated to the cocoons gender (i.e., cocoons above the weight threshold are considered as
females and ones below are males) and is most commonly used gender separation method employed in
the grainage centers. A weight threshold of 1.4 g for CSR2 breed and 1.1 g for Mysore breed was used
to separate the cocoons as male and female to build the ground truth used for benchmarking. Besides
cocoon weight, shape features are also significant in discriminating the cocoons based on gender [20].

A total number of 167 cocoons was used to build the dataset, which included 76 Pure Mysore and
91 CSR2 breeds. For Pure Mysore breed, there were 35 male and 41 female specimens; similarly, CSR2
breed contained 47 males and 44 females. The training set was used to pre-train the SVM classifier for
decision-making on gender classification. The dataset subdivision was carried out using the hold-out
method [33] with the following proportions: 60% for training and 40% for testing, as shown in Table 3.

Table 3. Dataset for silkworm cocoons.

Training Set Testing Set

M F M F
CSR2 28 26 19 18

Pure Mysore 21 24 14 17

M: Number of male specimens; F: number of female specimens.

The training set was used to pre-train the Support Vector Machine (SVM) classifier. SVM is based
on statistical learning theory aimed at determining the location of decision boundaries yielding the
optimal separation of classes [34]. For a binary pattern recognition problem in which the classes are
linearly separable the SVM selects from among the infinite number of linear decision boundaries the
one that minimizes the generalization error. Thus, the selected decision boundary will be one that
leaves the greatest margin between the two classes, i.e., the sum of the distances to the hyperplane
from the closest points of the two classes [35]. The data points that are closest to the hyperplane are
used to measure the margin; hence these data points are termed “support vectors” [29].

If the two classes are not linearly separable, the SVM tries to find the hyperplane that maximizes
the margin while, at the same time, minimizing the misclassification errors. SVM can also be extended
to handle nonlinear decision surfaces by projecting the input data onto a high-dimensional feature
space using kernel functions [36] and formulating a linear classification problem in that feature space.
In this research work a linear kernel has been utilized to train the SVM.

In order to train the classifier, the separated training cocoons were labelled and indexed manually
prior to being loaded into the VCM hopper. Once the cocoon was transferred from the VCM to FEM,
the cocoon’s silhouette was acquired by camera and passed to the workstation. If the camera was
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rigidly fixed at distance of 18 cm from the flip plate, the area of an individual cocoons ranged between
500 and 550 pixels. If the area was greater than this interval, the system assumed that the VCM has
transferred more than one cocoon to FEM, therefore the exceeding cocoons were ejected back to the
hopper through the exit box. Once the FEM ensured the feeding of a single cocoon, a number of shape
features were computed and extracted from the silhouette image as reported in Table 4.

Table 4. Shape-related features extracted from the silhouette binary image.

Parameter Description

Area (A) Describes the number of pixels in the region of the shape

Perimeter (P) Provides the number of pixels in the boundary of the shape

Major axis length (λ1) Specifies the length (in pixels) of the major axis of the ellipse that has the
same normalized second central moments as the region

Minor axis length (λ2) Specifies the length (in pixels) of the minor axis of the ellipse that has the
same normalized second central moments as the region

Eccentricity (E)

Measure of the aspect ratio. Computed using minimum bounding box
(smallest rectangle containing every point in the shape) method.

E =
Lb
Wb

where Lb = Length of the bounding box and Wb = Width of the
bounding box

Circularity/Roundness (C)
Circularity ratio represents how a shape is similar to a circle. It is given
by the ratio of the area of a shape to the shape’s perimeter square.
C = A

P2

Rectangularity (R)

Represents how rectangular a shape is, i.e. how much it fills its
minimum bounding rectangle. It is given by:

R =
A
Ar

where Ar = Area of the minimum bounding rectangle

Solidity (S)

Describes the extent to which the shape is convex or concave. It is
given by:

S =
A
H

where H = is the convex hull area of the shape. The solidity of a convex
shape is always 1

Convex area (AC)

Specifies the number of pixels in convex image. It is given by:

AC =
Perimeter of the convex hull

P

where convex hull of a region is the smallest convex region including it.

Once the features were computed, the flip plate rotated clockwise and weight of the cocoon (W)
was obtained from the weight sensor placed below and serially transferred to work station. Later, using
the air-blower mechanism explained in section, the cocoon moved to the next stage of the pipeline.
At the work station extracted shape features were integrated with the weight to form an integrated
feature vector (IFV) as shown in Equation (1):

IFV =
{
W, A, P,

(
λ1

λ2

)
, E, C, R, S, AC

}
(1)
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The IFV was further normalized to standardize the range of obtained features using Z-score
normalization [37], given by:

IFVnorm =
IFVi − µi

σi
, i = 1, . . . , L (2)

where L is the length of the IFV, µ is the mean of the feature and σ the standard deviation of the feature.
The normalized IFV is labeled for supervised machine learning. Label “1” indicates category “Male”
and “0” indicated category “Female”.

4. Results and Discussion

The proposed pattern classifier performance is assessed in terms of accuracy, robustness and
computation speed.

4.1. Classifier Accuracy

The performance assessment of the SVM classifier is carried out using the hold-out method [33],
where the labelled training set is used in training the classifier to create an optimal model. The model
is further evaluated using the testing data set. The results of the training process are displayed using a
confusion matrix (CM) to calculate the performance metrics of the training phase [38]. Such matrices
show the True Male, True Female, False Male, and False Female. With reference to the SVM training
process, the classification results CMs for the CSR2 and Pure Mysore breeds cocoons are reported in
Figure 13.
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Figure 13. SVM training confusion matrices for CSR2 (a) and Pure Mysore cocoons (b).

To validate the accuracy of the prototype, unknown cocoon samples are indexed and loaded into
the VCM’s hopper. As the cocoon travel from VCM to FEM, its features are extracted and transferred
to the workstation where the pre-trained SVM provides the predicted classification label. The label and
the corresponding cocoon indices are stored as look up table within the workstation. When the cocoon
moves along the HCM, the IR proximity sensors and with the microcontroller query the workstation
to provide the classification label of the current cocoon. This label is used by the sensor to blow the
cocoons to their respective trays as explained in Section 2. This process utilizes all the cocoons present
in the testing dataset and the performance of the prototype with SVM model is evaluated similar to
that of the training process. With reference to the SVM test process, the classification results CMs for
the CSR2 and Pure Mysore breeds cocoons are reported in Figure 14.
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Figure 14. SVM test confusion matrix for CSR2 cocoons (a) and Pure Mysore cocoons (b).

From the confusion matrices reported in Figures 13 and 14, a number of performance metrics were
computed, namely Accuracy, True Male Rate (TMR), True Female Rate (TFR), Male Predictive Rate
(MPR), Female Predictive Rate (FPR), and F1 score [39,40]. Such performance metrics are reported in
Table 5 with reference to both training and test phases for CSR2 and Pure Mysore cocoons respectively:

Table 5. Performance metrics (PM) obtained for CSR2 and pure Mysore cocoons from SVM training
and testing.

Training Testing

PM CSR2 Pure Mysore CSR2 Pure Mysore

Accuracy: 0.9259 0.9778 0.8649 0.9355
True Male Rate 0.9642 1.0000 0.8947 0.9286

True Female Rate 0.8846 0.9583 0.8333 0.9412
Male Predictive Value 0.9000 0.9545 0.85 0.9286

Female Predictive Value 0.9583 1.0000 0.8824 0.9412

4.2. Robustness and Computation Speed

To validate the prediction robustness, 50 cocoons were randomly selected from CSR2 breed and four
trials were conducted. The cocoons were indexed, and their classification labels recorded prior to the
trial conduction. The prediction results from protype each cocoon for all the four trials are illustrated
in Figure 15. The chart shows that 44 cocoons were correctly predicted in all the four trials. Hence the
repeatability of the machine is calculated as the ratio of the number of correctly classified cocoons in all the
four trials over the total number of tested cocoons. The repeatability of cocoons separation through the
fusion of weight and shape features using the prototype resulted to be 44/50 = 88%.
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Figure 15. Graph of cocoon index vs. predicted gender for the sample batch.

The average time required for a cocoon to reach the FEM from VCM is 4.6 s. The cocoon then
lays on the flip plate for about 1 s to allow for the image acquisition. The cocoon is subsequently
transferred to the load sensor, where the weight feature extraction requires 1.2 s. In total, the cocoon
stays in the FEM module for about 2.2 s. The cocoon reaches the collection tray through the HCM in
about 3.6~4.1 s. Thus, the maximum time taken for a cocoon to reach the tray from hopper is 10.9 s.

From the observed results, the proposed system classifies approximately 5.5 cocoons in a minute
and thus it can classify 330 cocoons in an hour. For eight hours shift, the prototype can classify about
2640 cocoons. Considering an average weight of a cocoon equal to 1.3 g, the presented system can
classify approximately 3.4 kg of cocoons in eight hours shift yielding an accuracy ranging from 86.48%
to 93.54% depending on the breed, whereas highly experienced staff working in a grainage center can
probably sort a similar daily amount of cocoons bearing in mind that manual classification is prone to
human error over prolonged working hours and may lead to serious health and safety issues [41,42].

5. Conclusions

The work presented in the paper represents a kick-off in modern sericulture automation to
eliminate human intervention in classifying silkworms based on gender in the cocoon stage without
damaging the shell. The developed system has the potential to boost the productivity of grainage
centers who are currently carrying out the gender classification process manually. The results obtained
during testing showed a maximum accuracy of 93.54% with a repeatability of 88%, demonstrating a
potential suitability of the proposed method for industrial applications.

Future research efforts need to be focused on the following critical aspects for improving the
industrial suitability of the system:

• design optimization to reduce the overall dimensionality and operation speed from a hardware
perspective in terms of more powerful workstation and more efficient blower mechanism;

• endowing the VCM with a deflossing unit [5] in order to remove the fibers of the cocoon to avoid
clinging phenomena which drastically reduce the system speed;

• extend the experimental campaign to a wider variety of cocoon breeds to improve the system
generalization and to increase the system versatility.
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Abstract— In this paper we have proposed and designed an 

automated vehicle identify recognition system using image 

processing. The captured image of the vehicle number plate 

is processed and characters are recognized using 

Convolutional neural network (CNN) and authenticated by 

implementing it on Raspberry Pi. 

Key words: Image processing, CNN, Raspberry Pi   

I. INTRODUCTION 

The increase growth in the number of automobile has 

facilitated human life but it has lead to various issues like 

traffic congestion, traffic problem etc. The rapid growth in 

the number of vehicles demands for the efficient automatic 

vehicle identification system. So automatic license plate 

detection and Recognition is necessary. Automatic vehicle 

identity recognition is surveillance method that uses 

Convolutional Neural Network. They can also used at CC 

TVs or ones specifically designed for the task. The basic 

process involves image capturing, detection of number plate, 

segmentation and recognition of characters. In the proposed 

system Convolutional Neural Network and Raspberry pi is 

used and we have used Open Computer Vision and Python 

for Programming which is better than MATLAB. OpenCV 

can be used for Real Time Applications.  

II. METHODOLOGY 

A proposed automated vehicle identity recognition system is 

as shown in the figure (1). The images of Indian vehicle 

number plate with different font size, styles and background 

are processed using image processing. The convolutional 

neural network used is wide to recognise the characters and 

numbers in the plate without errors. 

The car license plate recognised using many other 

methods previously like MATLAB and DSP. Those methods 

had complexity in getting accurate result, time taken, efficient 

rate etc. To overcome such complexity other method is 

proposed using OpenCV. The language used here is Python. 

Raspberry Pi used here is mainly for recognizing the captured 

image, and it acts as real time displaying system.   

 
Fig. 1: Proposed Automated Vehicle Identity Recognition 

System 

The hardware part consists of raspberry pi 3B, 

camera and LED.  This is called as Raspberry pi camera 

module. 

The recognition is done by raspberry pi from the 

image which camera captures in real time. This module is 

connected to a monitor, which is used for display. Raspberry 

pi is also connected to mouse and keyboard. Raspberry pi can 

also be connected to the PC monitor, laptop or TV monitor. 

In this case it is been connected to the PC monitor along with 

mouse and keyboard. Monitor is used to display the captured   

image and also the recognised character. Mouse and keyboard 

are the supporting features, which gives access to the monitor 

for controlling the raspberry pi recognition. After capturing 

the image the basic image processing steps are taken place. 

For each individual step the specific algorithm should be used 

based on the applications, because these algorithms can 

improve the recognition rate, efficiency rate and reduces the 

time taken. 

 
Fig. 2: Flow Chart of Processing of Image 

The general image processing steps are used for this 

process, here we used many algorithms for each step. 

Classification is done by CNN algorithm.  For segmentation 

separate region is parted and segmented after that 

classification step is taken place. CNN classifier is used to 

recognise the characters present on the vehicle number plate. 

These algorithms called out in the package. Inpython, 

programming code is grouped as package. 
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 Real Time Input: 

Camera, which is connected to Raspberry pi capture the 

image of the car in front and to process vehicle number plate 

detection and recognition. We give an image of car as input 

that goes through the image pre-processing stages that 

improves the image quality leads to better result in later 

stages.  

 Pre-processing: 

Pre-processing is an important step in any image analysis. 

The most motive of pre-processing is to reinforce the standard 

of the image which will be processed for recognition .Various 

processes that we tend to area unit progressing to apply area 

unit changing, RGB image to Gray scale, noise reduction and 

binarization of an image. In python many packages are 

available to perform pre-processing.  

 Segmentation: 

Character segmentation is carried on the binary image of the 

extracted number plate. The algorithm used here is horizontal 

scanning that makes use of a scanning line that finds the 

conditions satisfying the beginning and end position of the 

character. 

Features will be extracted from segmented number plate. 

 Classification: 

To recognize the segmented characters efficiently, we used 

convolutional neural network training to train our system 

over a dataset downloaded. After the training, we used the 

same neural network model for recognizing the characters. 

III. CONVOLUTIONAL NEURAL NETWORK 

A Convolutional Neural Network (CNN) is a Deep Learning 

algorithm which can take in a input image, provide 

significance to different perspectives/questions in the picture 

and have the capacity to separate one from the other. The pre-

preparing required in a CNN is much lower when contrasted 

with other order algorithms. While in crude techniques 

channels are hand-built, with enough preparing, CNN can 

gain proficiency with these qualities. 

The architecture of a CNN is comparable to that of 

the availability example of Neurons in the Human Brain and 

was propelled by the association of the Visual Cortex. 

Singular neurons react to improvements just in a confined 

locale of the visual field known as the Receptive Field. An 

accumulation of such fields Overlap to cover the whole visual 

territory. 

 Layers of Convolutional layer Network 

The fundamental layers present in a Convolution Neural 

Network are as recorded underneath. The CNN's layers each 

play out a predefined activity that prompts satisfying the 

general undertaking of the CNN. The CNNs are commonly 

utilized for classification and object recognition purposes and 

accordingly, the layers present in the system help in deciding 

the set features of the images gained.  

The vital layers present are as per the following: 

1) Convolutional layer 

2) Relu layer 

3) Cross channel Normalization layer 

4) Pooling layer 

5) Dropout layer 

6) Fully Connected layer 

7) Loss layer 

 
Fig. 3: Convolutional Neural Network 

IV. HARDWARE & SOFTWARE REQUIREMENTS 

 Hardware 

Raspberry Pi 3model B is used for processing, which has 1GB 

RAM, 4USB ports, SD card is used for memory, 40 pins. It is 

more powerful and efficient processor when compared other 

models of Raspberry Pi. This also has inbuilt Wi-Fi and 

Bluetooth models. The recommended programming language 

for Raspberry Pi is python. 

 
Fig. 4: Raspberry Pi 3 Model B 

 Software 

 Keras is the open source library written in python for 

Neural Network and supports CNN. 

 Tensorflow is the open source platforms used for 

building models in Machine Learning. 

 OPenCV consist of library of programming functions for 

real time applications. It supports deep learning frame 

works like Tensorflow. 

 Tkinter is the standard python interface for Graphical 

User Interface (GUI). 

V. RESULTS 

The performance of this proposed algorithm has been tested 

on several vehicle plates and provides very satisfactory 

results. 

In our project we have classified the vehicles into 

two category, namely Registered vehicles for which Parking 

is allowed and Not Registered vehicles are allocated for 

visitors parking. 
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VI. CONCLUSION 

The proposed work shows that free and open source 

technologies are matured enough for scientific computing 

domains. The system works satisfactorily for wide variations 

in illumination conditions and different types of number 

plates commonly found in India. When compared to 

simulation process it is for sure, a better alternative to the 

existing proprietary systems. Currently, we have proposed the 

algorithms for automated vehicle identity recognition system. 

We have implemented this system on Open CV library. The 

algorithms which is suitable for this application is been 

chosen and the process were performed and executed 

successfully. 
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Abstract: 

This paper presents a multilingual speech to text conversion system. Conversion is based on information present in speech signal. 

Speech is the natural and most important form of communication for human being. Speech-To-Text (STT) system takes a human 

speech utterance as an input and requires a string of words as output. The objective of the system is to extract, characterize and 

recognize the information about speech. Mel Frequency   Cepstrum    Coefficients    (MFCCs) technique is used to extract the features    

from a speech signal. The proposed recognition system was designed and implemented using MFCC algorithm and k-means 

clustering in MATLAB. This system helps   to understand the unknown language easily by displaying the text. 

 

Keywords: Speech to text (STT), Mel frequency cepstral coefficients (MFCC), k-means clustering. 

 

I. INTRODUCTION 
 

Speech is an easiest way to communicate with each other. 

Speech processing is widely used in many applications like 

security devices, cellular phones, ATM machines and computers. 

Speech to text conversion (STT) systems have a lot of benefits 

for the deaf people. Also we see manyPeople finding difficult to 

understand other languagesWhich they don’t know.Humans  

interact  with  each  other  in  several  ways  such  as facial 

expression,  eye  contact,  gesture and  mainly speech. Speech is 

the primary mode of communication among humans   and   also   

most natural   and   efficient   form   of exchanging    information    

among us. Speech to text conversion is used in many 

applications.  It is widely usedin educational fields to help deaf 

people. Speech is the most natural form of communication for 

humans and the speech of   everyindividual   is   unique.This   is   

mainly  due   to biological  factors  such  as  size  of  vocal  tract  

or  due  to behavioral  characteristics  such  as  accent,  speaking  

speed etc.  A  voice  recognition  system  can also  be  used  as  a 

biometric  system  that  can  identify  an  individual  via  the 

unique  acoustic  characteristics  of  the  individual’s  voice. This 

system has a wide variety of applications in the field of security. 

In speech to text conversion feature extraction is   the main   

part.   There are various feature extraction techniques.  Some  of  

the  most  commonly  used  frequency extraction  techniques  are  

Principal  Component  Analysis (PCA), Linear  Discriminant  

Analysis (LDA), Independent Component Analysis (ICA),   

Cepstral   Analysis,   MFCC Calculations etc. In this paper we 

are using Mel frequency cepstral  coefficient  (MFCC)method  

.It  is  based  on  the characteristics  of  the  human  ear’s  

hearing,  which  uses  a nonlinear  frequency  unit  to  simulate  

the  human  auditory system. Mel frequency scales are used to 

extract features of the speech.  After MFCC we do K-means 

clustering.   
 

K- means clustering is a partitioning method. The function K- 

means partitions data into k mutually exclusive clusters and 

returns the index of clusters to which it has assigned each 

observation. K-means treat each observation in your data as an 

object having a location in space.  After this we do distance 

measurement and identify the input speech signal and convert it 

to speech. 

 

II. PROPOSED SYSTEM 

 

The proposed system does the following operations: 
 Pre-processing, Speech recognition, Feature extraction, MFCC 

calculations.K-means clustering,Distance measurement and 

Displaying the text. 

 

The flow diagram of the proposed system is as given Below: 

 
Figure.1. Flow Diagram of Proposed system 
 

i. Pre-Processing:  The input speech signalis sampled andcut 

into frames.  Speech is a highly variable signal and is difficult to 

analyze as it is. However, in very short intervals of time (in 

milliseconds) the signal appears to be stationary thereby 

facilitating analysis.  After cutting into frames, the signal is then 

windowed to remove any discontinuities between the frames and 

reduce spectral leakages. 
 

ii. Speech recognition:  Speech analysis is done in this stage. 

During this stage it identifies the speech data which contains 

different types of information and can also be used for storing the 

speaker identity information. 
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iii. Feature extraction: The unique characteristics of an 

individual’s voice is extracted and stored in a database for future 

referencing.  The  main  goal  here  is  to  simplify  the 

recognition by summarizing the vast amount of speech data 

without   losing  the  acoustic  properties   that   defines  the 

speech.  Feature Extraction is used in both training and testing 

phases. 

 

iv. MFCC calculations:  The short-term power spectrum of a 

sound based on a linear cosine transform of a log power 

spectrum on a non-linear Mel scale.  The coefficients that make 

up thisCepstrum are called Mel Frequency Cepstral Coefficients 

(MFCCs). Extracting MFCCs from the speech signal   consists   

of   a   few   processes   as   Fast   Fourier Transform,  Mel  Freq 

uency  Warping  and  Cepstrum  which does  the  inverse  FFT  

of  the  logarithm  of  an  estimated spectrum of a signal. 

 

v. K-means clustering: K-means clustering is an elementary but  

very popular  approximate  method  that  can  be  used  to 

simplify and  accelerate  convergence. The k-means algorithm 

divides a set of N samples X into K disjoint clusters C, each 

described by the mean µj of the samples in the cluster. The 

means are commonly called the cluster “centroids”; note that 

they are not, in general, points from X,although they live in the 

same space. The K-means algorithm aims to choose centroids 

that minimise the inertia, or within-cluster sum of squared 

criterion: 

- -------------------------(1) 

Where µj=mean of the sample. 

 

K-means can be used for vector quantization. This is achieved 

using the transform method of a trained model of K-means. 

 

vi.  Distance  measurement:  In  this  stage  the  distance  is 

measured between the already existing database and the test 

sample  that  is  recorded  and  saved  in  .wav  format  and 

matches with the nearest database. 

 

Vii.Displaying the text: The most appropriate database that is 

matched in distance measurement stage is displayed in the form 

of required text on the display. [7] 
 

III. WORKING 
 

First  the  voice  samples  are  recorded  and  saved  in  .wav 

format. These   voice   samples   are   pre-processed.   Pre- 

processing   involves   sampling.   After   sampling,   we   do 

framing   and   windowing  Here we are using hamming window. 

Hamming window is also called as raised cosine window. The 

equation and plot for the hamming window is shown below. In a 

window function there is a zero valued outside of some chosen 

interval.  For example, a function that is stable inside the   

interval and zero elsewhere is called a   rectangular   window   

that   illustrate   the   shape   of   its graphical representation. 

When signal or any other function is multiplied by a window 

function, the product is also zero-valued outside the interval. The 

windowing is done to avoid problems due to truncation of the 

signal.  Window function   has   some   other   applications   such   

as   spectral analysis, filter design and audio data compression 

such as vorbis. 

 

 
Figure.2. Graphs of various windows 

After sampling   feature   extraction   is   done.   Feature extrac 

tion is done using MFCC.  Mel frequency Cepstral Coefficients 

are coefficients that represent audio based on perception. This  

coefficient   has   a   great   success   in speaker   recognition 

application. In  the  Mel  Frequency Cepstral Coefficients the 

calculation of the Mel Cepstrum is same as the real Cepstrum 

except the Mel Cepstrum’s frequency scale is warped to keep up 

a correspondence to the  Mel  scale.  The  Mel  scale  was  

projected  by Stevens, Volkmann and Newman in 1937.The  Mel  

scale  is  mainly  based  on  the  study  of observing  the  pitch  or  

frequency  perceived  by the human. The scale is divided into the 

units Mel. 

 
The    equations (3)    above    shows    the    mapping    the    

normal  frequency  into  the  Mel frequency and equation     (4) is 

the inverse, to get back the normal frequency. 

 

The block diagram of MFCC is as shown below: 

 
Figure.3. Block diagram of MFCC 

 

The input for MFCC is the speech signal in time domain. Then 

using Fourier transform we convert the time domain signal  to  

frequency  domain  signal  .After  converting  it  to frequency  

domain  we  use  Mel  scale  filtering  to  get  Mel frequency   

spectrum.  To   the   obtained   Mel   frequency spectrum we 

apply logarithm. Logarithm is used in order to mimic  the  human  
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perception  of  loudness  because  it  is experimentally  proved  

that  humans  perceive  loudness  on logarithmic  scale.   After 

logarithm we perform discrete cosine   transform   to   get   

cepstral   coefficients.   Cepstral coefficients   are   used   to   

eliminate   speaker   dependent characteristics.  The  cepstral  

coefficients  can  be  calculated using the following formula: 

 
Where Nmc  is the no of chosen cepstral coefficients. Next step  

is  calculating  derivatives.  To  represent  the  dynamic nature  

of  speech  first  and  second  order  derivatives  of  the cepstral  

coefficients  extend  the  feature  vector.  The  final feature 

vector is 

 
After   calculating   MFCC   coefficients   we   do   k-means 

clustering.   K-means   clustering   partitions   data   into   k 

number  of  mutually  exclusive  clusters.  This  techniqueassigns  

each  observation  to  a  cluster  by  minimizing  the distance 

from the data point to mean or median location of its assigned  

cluster respectively.  The process of k  means algorithm used 

least-squares partitioning method to dividethe input vectors into  

k initial sets. It  then  calculates the mean  point  or  centroid  of  

each  set.  It  constructs  a  new partition   by   associating   each   

point   with   the   closest centroid. Then thecentroids are re 

calculated for   the new clusters,    and    algorithm repeated until 

when the vectors no longer switch clusters or alternatively 

centroids are no longer changed. After this the given voice 

sample is compared with the data base samples and which of the 

data sample in the data base has less distance to the given voice 

sample is displayed on the screen. 

 

IV.SIMULATION RESULTS 

 

Below shown  figures  are  the  simulation  results  of  our 

system.  They show the graphs of the input signal and the 

database signals and the converted text. 

 

 
Figure.4. Graphof first sample matching with the existing 

database 

 
Figure.5. Graph of second sample matching with the existing 

Database 

 

 
Figure.6. Graph of third sample matching with the existing 

database. 

 

 
Figure.7. Graphof fourth sample matching with the existing 

database 

 

IV. CONCLUSION 

 

The voice recognition system  was  successfully  designed and    

implemented using    matlab.  The    system    was successfully  

able to identify speakers with high accuracy in low noise 

environments and with an accuracy compared to moderate noise 

environments. Higher  accuracy  rates  could  be  achieved  by  

either  using two  factor  authentication  or  by  using  different  

feature matching  techniques  such  as  Hidden  Markov  Models  

that would  yield  high  accuracy  but  potentially  at  the  cost  of 

computation time and memory. 
 

V. FUTURE SCOPE 
 

This system can take only four inputs. In  future the no.of inputs  

can  be  increased  and  can  also  be  made  real  time. This 

system converts Telugu, Kannada, and Hindi language to   
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English. This can beextended   for   other   regional languages. 

This connected word speech recognition system is developed 

only   for   speaker   independent system. 
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Abstract
Purpose – The purpose of this paper is to demonstrate a proficiency for accomplishing optimal CFO
and keep down the error among the received and transmitted signal. Orthogonal frequency-division
multiplexing (OFDM) is considered as an attractive modulation scheme that could be adopted in
wireless communication systems owing to its reliability in opposition to multipath interruptions under
different subchannels. Carrier frequency offset (CFO) establishes inter-carrier interference that
devastates the orthogonality between the subcarriers and fluctuates the preferred signal and
minimizes the effectual signal-to-noise ratio (SNR). This results in corrupted system performance. For
sustaining the subcarriers’ orthogonality, timing errors and CFOs have to be approximated and
sufficiently compensated for. Single carrier modulation (SCM) is a major feature for efficient OFDM
system.
Design/methodology/approach – This paper introduces a novel superposition coded modulation-
orthogonal frequency-division multiplexing (SCM-OFDM) system with optimal CFO estimation using
advanced optimization algorithm. The effectiveness of SCM-OFDM is validated by correlating the
transmitted and received signal. Hence, the primary objective of the current research work is to reduce
the error among the transmitted and received signal. The received signal involves CFO, which has to be
tuned properly to get the signal as closest as possible with transmitted signal. The optimization or
tuning of CFO is done by improved grey wolf optimization (GWO) called GWO with self-adaptiveness
(GWO-SA). Further, it carries the performance comparison of proposed model with state-of-the-art
models with the analysis on bit error rate (BER) and mean square error (MSE), thus validating the
system’s performance.
Findings – From the analysis, BER of the proposed and conventional schemes for CFO at 0.25 was
determined, where the adopted scheme at 10th SNR was 99.6 per cent better than maximum likelihood,
99.6 per cent better than least mean square (LMS), 99.3 per cent better than particle swarm optimization
(PSO), 75 per cent better than genetic algorithm (GA) and 25 per cent better than GWO algorithms.
Moreover, MSE at 1st SNR, the proposed GWO-SA scheme, is 4.62 per cent better than LMS, 60.1 per
cent better than PSO, 37.82 better than GA and 67.85 per cent better than GWO algorithms. Hence, it is
confirmed that the performance of SCM-OFDM system with GWO-SA-based CFO estimation
outperformed the state-of-the-art techniques.
Originality/value – This paper presents a technique for attaining optimal CFO and to minimize the error
among the received and transmitted signal. This is the first work that uses GWO-SA for attaining optimal
CFO.

Keywords SCM, GWO, Bet error rate, Carrier frequency, MIMO-OFDM, MSE analysis
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Nomenclature
OFDM = Orthogonal Frequency-Division Multiplexing;
MIMO =Multiple-Input Multiple-Output;
SCM = Superposition Coded Modulation;
SC-SCM = Single-Code SCM;
MCSCM =Multi-Code SCM;
PAPR = Peak-to-Average Power Ratio;
ML = Maximum Likelihood;
OFDMA = OFDMAccess;
BS = Base Station;
JMAP = Joint Maximum a posteriori;
MJMAP =Modified JMAP;
DSC = Doubly Selective Channel;
OQAM = Offset Quadrature Amplitude modulation;
NDA = Non-Data Aided;
STO = Symbol Timing Offset;
I/Q = In-phase/quadrature;
AF = Amplify-and-Forward;
BER = Bit Error Rate;
SKF = Schmidt–Kalman Filtering;
AWGN = Additive White Gaussian Noise;
GPF = Gaussian particle filtering;
SR-CFO = Sparse Recovery assisted CFO;
SM-OFDM = Spatial Modulation OFDM;
DFT = Discrete Fourier Transform;
ECC = Error Control Coding;
CM = Coded Modulation;
MLSE = Maximum Likelihood Sequence Estimation;
BCM = Block Coded Modulation;
UEP = Unequal Error Protection;
FFT = Fast Fourier Transform;
PSO = Particle Swarm Optimization;
MUI = Multi-User Interference;
HPSO = Hybrid Particle Swarm Optimization;
SVM = Support Vector Machine; and
PU = Primary User.

1. Introduction
Multiple-input, multiple-output orthogonal frequency-division multiplexing (MIMO-OFDM)
has been adopted by several wireless communication systems owing to its increased spectral
robustness and effectiveness to multipath fading. Orthogonal frequency-division
multiplexing (OFDM)-dependent systems ((Jose, 2017; Liu et al., 2018; Xu et al., 2015b)) are
vulnerable to performance deprivation owing to impairments such as carrier frequency offset
(CFO; Daoqi et al., 2016; Abdzadeh-Ziabari et al., 2018). Currently, the estimation of CFO is
exploited to minimize the effect of frequency offset. The technology for CFO (Huang et al.,
2017; Zhang et al., 2016; Zhao et al., 2017) estimation could minimize the necessity of central
wavelength positioning precision for a local oscillator laser and transmitting laser in the
consistent receiver. It takes place owing to the frequency differentiations found among RF
oscillators deployed in the OFDM receiver and transmitter, and channel-based Doppler shifts.
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The OFDM systems performance will be depreciated if the channel and CFO (Kang et al.,
2018; Saeedi-Sourck, 2017; Gul et al., 2014) were not approximated and remunerated correctly.

In addition to CFO estimation, single carrier modulation (SCM) is a well-known
transmission model. Accordingly, two kinds of SCM models exist, i.e. MCSCM and SC-SCM
(Tong and Ping, 2010; Damrath et al., 2017). The major intention of SCM systems is to
decrease the peak-to-average power ratioof the signal that was transmitted. Moreover, a
characteristic property of SCM (Chau et al., 2018) is its randomness, simplicity, performance
and flexibility. SCM could be generated by logically superimposing the waveforms from
various relay/antennas/users nodes. This feature is much constructive for multiple user and
ad hoc environments. Moreover, SCM (Krikidis and Thompson, 2012; Cai and Shen, 2017)
was often deployed as a hypothetical concept in such an environment.

So far, numerous techniques have been established for the reimbursement of the
degrading influences of CFO (Lin et al., 2012; Su et al., 2009; Saeedi-Sourck et al., 2011; Fusco
et al., 2008) and channel. Precise approximations of CFO and symbol timing using a training
sequence would be attained together with maximum likelihood (ML) joint estimator. For
several years, intensive studies were performed on CFO (Fusco et al., 2008) estimation for
OFDM access systems. It is known that OFDMA systems are vulnerable to CFO (Li et al.,
2008; GUAN et al., 2010) and for having acceptable performance; thus, OFDMA receivers
have to offer a better estimation of CFO (Li et al., 2007). However, while performing uplink
transmission in OFDMA, various clients convey signals to base station. Hence, CFO
estimation (Chopra et al., 2017) turns out to be more challenging because various users have
dissimilar CFOs. Several optimization algorithms are considered to optimize the parameters
and obtain better results (Shankar and Jaisankar, 2016; Singh et al., 2018; Shareef and Rao,
2018).

This paper contributes a novel superposition coded modulation-orthogonal frequency-
division multiplexing (SCM-OFDM) system with optimal CFO by deploying an enhanced
optimization model. The efficiency of SCM-OFDM is confirmed by associating the
transmitted and received signal. The major objective of this work is to reduce the error
among the transmitted and received signal. In the received signal, CFO is integrated and has
to be appropriately attuned to obtain the signal as nearer to the transmitted signal. The
tuning or optimization of CFO is made by improved meta-heurisc algorithm called grey wolf
optimization with self-adaptiveness (GWO-SA). A metaheuristic is an advanced technique
or heuristic designed to locate, create or select a heuristic that may provide adequately
superior result to an optimization problem, particularl with partial or imperfect information.
Metaheuristic sample a set of solutions that is too large to be completely sampled.
Metaheuristic may make few assumptions about the optimization problem being solved;
therefore, they may be usable for various problems. Moreover, the adopted scheme is
distinguished with conventional schemes with respect to BER and MSE and the system
performance is successfully validated. The paper is organized as follows. Section II
describes the related works done under this topic. Section III portrays the superposition
coded modulation and Section IV describes the mathematical model on CFO estimation in
superposition coded modulation. In addition, Section V explains the results and Section VI
provides the conclusion for this study.

2. Literature review
2.1 Related works
In 2017, Jose (2017) have suggested a novel technique, which deploys the joint maximum a
posteriori(JMAP) approach for the evaluation of CFO and channel in OFDM by exploiting
the previous arithmetic information of the channel. To decrease the complication of the
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JMAP estimator, a modified joint maximum a posteriori scheme that has no grid
explorations was implemented. The estimated techniques were examined by arithmetical
simulations and resulting conclusions, which authenticate the improved performance of the
proposed technique while distinguishing with the conventional schemes.

In 2018, Liu et al. (2018) have introduced a scheme that handles with the issues of blind
synchronization for OFDM depending on OFDM/OQAM systems with no previous
information regarding the response of the channel. A novel NDA joint estimation technique
of CFO and symbol timing offset (STO) was considered in multipath fading channels
condition. Finally, numerous extensive experiments were performed to assess the high
efficiency and effectiveness of the introduced scheme.

In 2015, Xu et al. (2015b) had established a new approach based on a blind estimator of
CFO and I/Q imbalance in OFDM system that does not necessitate any previous
acquaintance of channel side information or training symbols. The most important reason
behind this approach was the null sub-carriers that were generally found in numerous
OFDM systems. At last, execution outcomes were offered to substantiate the efficacy of the
adopted model and performance evaluation was carried out with conventional schemes.

In 2016, Daoqi et al. (2016) have introduced a new approach that handles with the
performance examination of OFDM amplify-and-forward (AF) system in the existence of
CFO. Even though SCM was examined comprehensively in OFDM systems; however,
system BER with CFO was not obtainable in the conventional works. At last, its robustness
was evaluated usig widespread experimentations.

In 2018, Abdzadeh-Ziabari et al. (2018) have adopted a scheme, which offers two new
techniques for DSC estimation and joint CFO systems. Here, two new-fangled schemes were
subsequently implemented depending on SKF. The initial technique exploits Schmidt–
Kalman filtering for every user to approximate block element modifier (BEM) and CFO
coefficients. The subsequent approach exploits Gaussian particle filtering together with
SKF to approximate BEM and CFO coefficients of every user. Thus, the proposed model
was found to establish better outcomes from the experimental analysis.

In 2017, Huang et al. (2017) have established a novel blind CFO estimator for the uplink
OFDMA systems. On utilizing the sparsity entrenched in the OFDMA data, the CFO was
manipulated as a sparse recovery optimization issue with increased resolution. Moreover,
the behavior of established technique together with other conventional estimators was
analyzed, and the arithmetical outcomes demonstrate that the established methodology was
better than the conventional estimators with respect to consistency.

In 2016, Zhang et al. (2016) have suggested a novel computationally proficient blind CFO
estimator for MIMO-OFDM systems. In addition, a cost function was cautiously modeled,
and it could be precisely articulated as the superposition of certain cosine waves with the
impact of noise. Finally, both arithmetical outcomes and hypothetical performance were
offered to substantiate the established scheme. Moreover, the performance of the suggested
technique was examined and compared with three conventional techniques to analyze the
performance of the technique.

In 2017, Zhao et al. (2017) have adopted a novel proficient detection system to alleviate the
consequence of the CFO in SM-OFDM systems. Particularly, the implemented technique
deploys a novel detector to SM-OFDM models with several CFOs in which zero symbols were
measured as the constellation points. Moreover, depending on the outcomes attained by a
variety of conventional algorithms, the adopted schemewas found to offer better results.

In 2015, Xu et al. (2015a) have introduced hybrid particle swarm optimization (HPSO) to
enhance the performance of OFDM network. HPSO is the combination of both PSO and
SVM. This was to solve the problem of resource allocation. A resource allocation problem
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over the power and subcarrier allocation based on chance-constrained programming was
formulated to maximize the average weighted sum-rate throughput and guarantee the
probabilistic interference constraint condition for PU. To solve the above resource allocation
problem, the probabilistic interference constraint condition was computed using SVM and
HPSO.

In 2019, Kaur and Sharma (2019) have proposed a discrete wavelet transform (DWT)
approach with conventional MIMO–OFDM-RoF system to attain the threshold bit error rate
(BER). The proposed model was also incorporated with Alamouti-Space–time Block Codes
(A-STBC) MIMO–OFDM based Radio over Fibre (RoF) system and the resultant signal was
transported over a RoF link of 10 km in the presence of non-linearity. At the radio access
point (RAP), the RF received signals are transmitted over Rayleigh faded wireless channel in
the presence of additive white Gaussian noise (AWGN) and phase offset arising because of
imperfect carrier phase estimation.

In 2018, Ali et al. (2018) have experimented a quasi-gapless integrated with visible light
communication and positioning (VLCP) system. While comparing with orthogonal
frequency division multiplexing-based SCM (OFDM-SCM), FBMC-SCM has lower out-of-
band interference (OOBI) and therefore requires much smaller guard band (GB) spacing. A
low-complexity transmit diversity transmission scheme was adopted here, where all the
light emitting diode (LED) lamps transmit the same communication signal. Moreover, phase
difference of arrival (PDOA) was applied for positioning. The experimental results show
that, in a coverage area of 1.2� 1.2 m2 with a height of 2.1m, the mean position errors using
OFDM–SCM and FBMC-SCM for a GB of 0.7MHz are 10.91 and 6.08 cm, respectively.
Moreover, a comparable BER performance can be achieved for both OFDM–SCM and
FBMC-SCM. Due to the negligible GBs when using FBMC-SCM, the effective bandwidth
utilization ratio of the integrated VLCP system was improved from 72 to 98 per cent when
OFDM-SCMwas replaced by FBMC-SCM.

2.2 Review
Table I shows the methods, features and challenges of conventional techniques based on the
CFO in MIMO-OFDM systems. At first, MJMAP algorithm was introduced in Jose (2017),
which offers the reduced complexity and offers minimized error. However, it needs a
contemplation on grid searches, having possibilities for omission error. The non-data aided
(NDA) method, which was a feasible and effective model, was exploited in Liu et al. (2018),
and it offered reduced noise effects, but the increase in normalized doppler shift affected the
performance. In addition, DFT was deployed in Xu et al. (2015b) and provided reduced
complexity and offered a precise estimation of CFO. However, it required more
contemplation on error constraints. Similarly, the AF model was exploited in Daoqi et al.
(2016), which offers a high signal-to-noise ratio (SNR) and reduced BER. However, MSE has
to be more concerned. Also, SKF was used in Abdzadeh-Ziabari et al. (2018), which offers
enhanced MSE. It also minimizes the unknown constraints; however, reducing the count of
particles may result in poor PDF estimation. Note that sparse recovery-assisted (SR-CFO)
was exploited in Huang et al. (2017) and offered high reliability and provided minimum
MSE; however, it seems to be more complex. Blind estimator was implemented in Zhang
et al. (2016), which offered improved MSE and offered minimum cost function; however, the
performance gap decreased with a reduction in block count. In addition, GA at last, SM-
OFDM was suggested in Zhao et al. (2017) that offers reduced BER and provides minimum
complexity. However, it requires more contemplation on generalized SM systems. Therefore,
these limitations have to be considered for improving the CFO in SCM-OFDM systems
effectively in the current research work.
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Review of state-of-
the-art CFO
estimation models in
MIMO-OFDM
systems
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3. Superposition coded modulation
Modulation processes and error control coding have to be included in a band-limited sector.
It was revealed that the integrated methods, known as CM, offer both bandwidth and power
efficient communication by plotting information sequences onto an extended set of channel
signals with the assistance of ECCs. The method is known as BCM when the component
codes of the CM are selected from block codes. For BCM arrangements of reduced block
lengths, the optimum decoding process, termed as MLSE, is feasible for execution owing to
their lattice arrangement (Seshadri and Sundberg, 1991). Usually, a 2’-ary CM system shows
“/” varied protection levels. Furthermore, unequal error protection (UEP) capacity next to
intrinsic levels of CM scheme could be attained with various schemes. A flexible technique
to sum up UEP to CM is known as SCM (Bergmans and Cover, 1974). Equation (2) is
exploited in a standardized model to describe SCM.

Assume that p show the count of UEP levels and C1,C2. . .Cp indicates bit streams in
reducing the order of significance. Assume the energy transmitted for each bit of the bit stream
Ci, indicated by ei, and the relevant modulation constellation is referred to as Ui. Consider
c 1,c 2,. . .c p indicates the relevant channel codes andw1,w2,. . .wp specifies their corresponding
code rates. Then such rates are specified concerning the bit rate information by the entire count
of modulation intervals. Assume that yi indicates the codeword of the code c i from the
constellation Ui. Then, equation (1) denotes the transmitted sequence and the entire code rate
could be evaluated by equation (2), and themodel of SCM transmitter is given by Figure 1:

t ¼
Xp
i¼1

yi (1)

w ¼
Xp
i¼1

wi (2)

The notable features of SCM is given as follows:
� The detection of SCM can be done at low cost.
� SCM is highly suitable for adaptive modulation.

Figure 1.
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� SCM provides a remedy to the PAPR problem in OFDM.
� The linear superposition of several SCM signals naturally results in an SCM signal.

These signals can be encoded distributively at different users/antennas/relay nodes.
The receiver structure remains roughly the same for different variations. This
property is very useful in multiple access/relay/ad hoc networks, where a
challenging issue is how to separate signals from different sources after they are
superimposed.

� There is a posibility to build space-time codes by SCM, which can attain high
multiplexing gains and diversity in MIMO systems.

4. Mathematical model on carrier frequency offset estimation in superposition
coded modulation
4.1 Carrier frequency offset estimation model
The main cause of CFO among the BS and users are attributed to the local oscillator
mismatch and/or the mobility of users. In fact, it demolishes the orthogonality among the
sub-carriers. In addition, ICI and MUI caused by these CFOs severely degrade the system
performance. Under such circumstances, carrier synchronization is a fundamental portion of
the BS receiver design. Carrier synchronization is performed both on the downlink and the
uplink of a cellular communication system. On the downlink, a mobile user tries to
synchronize to the corresponding BS.

Consider the data after constellation mapping and serial-to-parallel conversion
are not dependent and are uniformly distributed (Shah et al., 2013); hence,

E bPo;m:b
P
o0;m0

n o
¼ E bJo;m:b

J
o0;m0

n o
¼ s 2

a:d o� o0ð Þ:d m�m0ð Þ, E bPo;m:b
J
o0;m0

n o
¼ 0;E

bJo;m:b
P
o0;m0

n o
¼ 0 and E jm kj2

n o
¼
XN�1

n¼0

jgnj
2

¼ s 2
m , in which m k indicates the

attenuation factor, gn denotes channel coefficient of nth path, bJo;m: and bPo;m indicate
the imaginary and real parts of complex symbols of data that are transmitted on oth

subcarrier throughout mth OFDM/OQAM symbols, respectively, and N specifies the
order of multi-path channel.

The autocorrelation function of received OQAM/OFDM signals is indicated by equation (3),
in which � denotes the symbol of convolution function. Here, s denoting the spectral density
fe indicates the normalized CFO, me denotes STO and h[l] indicates the prototype filter andM
refers to the number of sub-channels (Mohan et al., 2016):

B l; t½ � ¼ E r l½ �:r� l � t½ �� �
:

¼ s 2
a:s

2
m :e

j2pM :fet :
XM�1

o¼0

jwoj
2

e j
2p
M :ot : :h l½ �h� l � t½ � � 1þ d l �M

2

� �� �

�d l �me½ � �
X1

m¼�1
d l �mM½ � þ s 2 (3)

As per (3), the CFO data could be obtained from phase without difficulty. For a
predetermined lagt , the autocorrelation function is extended into a Fourier series with
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Fourier coefficients known as “cyclic-cumulant.” Based on the below properties of DFT,
Equations (4), (5) and (6) are formulated, in which FFT{·} signifies for FFT:

FFT
X1

m¼�1
d l �mM½ �

( )
¼ 1

M

X1
m¼�1

d b � m
M

� �
(4)

FFT d l �M
2

� �� 	
¼ e j2p :b :M2¼ �1ð ÞbM (5)

FFT d l �me½ �� � ¼ e�j2p :b :me (6)

The “cyclic-cumulant” of received OQAM/OFDM signals is specified by Vucic et al. (2017) in

which B tð Þ ¼
XM�1

o¼0

e j
2p
M ot jwkj2:; H b ; tð Þ ¼

X1
l¼�1

h l½ �h� l � t½ �e�j2pb l denotes the cyclic-

cumulant of prototype filter function, as shown by equation (7):

B b ; tð Þ ¼ e j
2p
N :fet e�j2p :b :me :2p 2

b:p
2
m :D tð Þ:H b ; tð Þ þ p 2:d bð Þ (7)

where b indicates cycle frequency, b ¼ even
M , and the term “even” indicates an even integer

that is minimum thanM.
The effect of inactive noise present in estimator is reduced by assigning b = 0. Thus,

CFO and STO could be jointly evaluated by cyclic-cumulant with varied t and b . Moreover,
subcarrier weighting could increase the range of carrier frequency attainment (Bolcskei,
2001). If every subcarrier weighting parameter has a similar value, Equations (8) and (9) can
be simply confirmed:

B tð Þ ¼
XM�1

o¼0

e j
2p
Mot jwkj2: ¼ jwkj2

XM�1

o¼0

e j
2p
Mot ¼ 0 (8)

B b ; tð Þ ¼ p 2:d bð Þ (9)

Under such circumstances, there is no data of fe and me in B(b ,t ). Thus, the subcarrier
weighting constraints could not be fixed to a similar value.

As h[l] and H(b ,t ) are recognized in the receiver, the impact of fe; p 2
b:p

2
m : and B(t ) are

eradicated by evaluating the proportion of “cyclic-cumulant” with various cycle frequencies

as shown by Equation (10), in which q denotes an integer in 0;M2 � 1
h i

; b 6¼ 0:

B b þ 2q
M

; t

� �
B b ; tð Þ ¼

ej
2p
M :fet e�j2p b :þ2q

Mð Þ:me::2p 2
b:p

2
m :B tð ÞH b þ 2q

N
; t

� �
ej

2p
M :fet e�j2pb :me:2p 2

b:p
2
m :B tð ÞH b ; tð Þ

;

e�j4pM :meq
H b þ 2q

N
; t

� �
H b ; tð Þ

(10)
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As per (10), there is no data regarding CFO in
B bþ2q

M;tð Þ
B b ;tð Þ . The approximated valueme remains only

at the point of e�j4pM :meq. Considering Pme b ; t ; qð Þ ¼ e�j4pM :meq and Hme b ; t ; qð Þ ¼ H bþ2q
M;tð Þ

H b ;tð Þ .
STO can be estimated by equation (11), inwhichme [ Z:

me ¼ � M
4pq

arg
Pme b ; t ; qð Þ
Hme b ; t ; qð Þ
� 	

(11)

To traverse the entire even cyclic frequencies and to enhance the accurateness of STO
estimation, the value of q is set to one, and accordingly, equation (12) is attained:

me ¼ � M
4p

2
M � 2

X1� 2
M

b¼ 2
M

arg
Pme b ; tð Þ
Hme b ; tð Þ
� 	

(12)

As H(b ,t ) and wO are identified in the receiver, the impact of me; p 2
b:p

2
m could be

discarded by evaluating the proportion of cyclic-cumulant with varying delays in time as
given by equation (13), in which r refers to time lag:

B b ; t þ rð Þ
B b ; tð Þ ¼ ej

2p
M :fe tþrð Þ e�j2pb :me::2p 2

b:p
2
m :B t þ rð ÞH b ; t þ rð Þ

ej
2p
M :fet e�j2pb :me:2p 2

b:p
2
m :B tð ÞH b ; tð Þ

¼ e j
2p
M :fe tþrð Þ :B t þ rð ÞH b ; t þ rð Þ

B tð ÞH b ; tð Þ (13)

According to (13), there is no data regarding STO in
B bþ2q

M;tð Þ
B b ;tð Þ . The approximated value fe

remains only in the item of ej
2p
M :fep. On considering Pfe b ; t ; rð Þ ¼ B b ;tþrð Þ

B b ;tð Þ and

Hfe b ; t ; rð Þ ¼ B tþrð ÞH b ;tþrð Þ
B tð ÞH b ;tð Þ , CFO can be estimated by Equation (14), in which, fe [ [–1/2,

1/2]:

fe ¼ � M
2pr

arg
Rfe b ; t ; rð Þ
Gfe b ; t ; rð Þ

( )
(14)

4.2 Objective function
Theminimum interference could be attained bymaximizing the SNR value as per equation (15)

and SNR ¼ s 2
s=s

2
n; s 2

sDZ js kð Þj2
n o

and s 2
nDZ jn kð Þj2

n o
, where the difference between

SNR and SNR(fe) is a measure of the sensitivity to a frequency offset fe. Here, s(k) indicates a
complex Gaussian process and n(k) denotes complex AWGN and « indicates the variation in
transmitter and receiver oscillators (van de Beek et al., 1997). However, the process is
complicated; hence, to simplify the process, the received signal is split into real and imaginary
parts, as shown in Equations (16) and (17). In Equation (16), Rxre indicates the real part of the
received signal, (ZIm, Zre) denotes the channel coefficients of the AWGN channel and z indicates
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the frame length and ulayer indicates the total number of layers. In Equation (17), RxIm denotes
the imaginary part of the received signal:

SNR feð Þ � SNR

1þ 0:5947SNR sin2p fe

sinp fe
p fe

� �2

(15)

Rxre zð Þ ¼ Rxre1 zð Þ þ Zre � T � Re ulayer; zð Þð Þ�
ZIm � T � Im ulayer; zð Þð Þ

 !
� fe (16)

RxIm zð Þ ¼ RxIm1 zð Þ þ Zre � T � Im ulayer; zð Þð Þ�
ZIm � T � Re ulayer; zð Þð Þ

 !
� fe (17)

Thus, the proposed objective function intends to minimize the error by evaluating the
difference between the received signal and transmitted signal for both the real and
imaginary part, as shown in Equation (18):

Min e ¼ Rxre � Txreð Þ þ RxIm � TxImð Þ
2

(18)

The proposed objective function is the error measurement between the real and
imaginary parts of the received and the transmitted signals. According to Equations (16)
and (17), the real and imaginary parts of the received signal is a function of the real and
imaginary parts of the transmitted signal and the frequency offset function, respectively.
Because the proposed methodology intends to estimate the frequency offset, the error
between the transmitted signal and the received signal is defined as the objective
function. However, the transmitted signal is unknown; therefore, the semi-blind approach
is exploited here. As per the semi-blind concept, the training symbols are declared under
which the transmitted signals of the training sequence are known. Based on the training
signals, the error metric is minimized and the resultating the frequency offset parameter
is declared as the optimal value in the system for further data transmission process.

4.3 Solution encoding
In this proposed model, CFO is estimated with the aid of a modified optimization algorithm
called GWO-SA. Hence, parameter CFO, which is given as input for solution encoding, has
to be tuned optimally. The tuning or optimization of is done in such a way that the difference
between the transmitted signal and the received signal is minimum, where, i = 1, 2. . .nq.
The diagrammatic representation of the solution encoding process is given by Figure 2,
where nq indicates the number of CFO.

4.4 Grey wolf optimization
The mechanism of GWO (Sharma et al., 2016) algorithm portrays the grey wolves’ hunting
characteristics and its headship hierarchy. There exist four categorizations of grey wolves
such as a, h , z , and v , which are exploited for carrying out the leadership hierarchy.
Penetrating, circling and attacking the food are the three foremost courses of actions in
hunting that are used to develop optimization.
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The wolves such as, a, h and z are considered as the foremost wolves, which are
concerned in the process of hunting. Among these wolves, a is allocated as the leader,
which makes a declaration relating to the hunting process, sleeping place and time to
awake. However, h and z hold a second and third level that assists a in captivating
choices. Furthermore, the final level of the wolves is regarded as v that is allocated only
for eating. The encircling characteristics of the wolves are designed using Equations
(20) and (21), in which X and Y represents the coefficient vectors, vp refers to the
position vectors of prey, t denotes the current iteration and v indicates the grey wolves’
position vectors. The model for X and Y is specified by equations (22) and (23),
respectively, in which a is a parameter that is steadily minimized from 2 to 0 for the
whole iterations. The standard formulation of a is given by Equation (19) and r1 r2
indicates the arbitrary vectors that are distributed constantly among [0, 1]:

a1 ¼ 2� 1 � 2
tmax

� �
(19)

Z ¼ jY :vp tð Þ � v tð Þj (20)

vp t þ 1ð Þ ¼ vp tð Þ � X:Z (21)

Figure 2.
Solution encoding

nqi ...2,1� .

fe1 fe 2 fe 3 fe 4 ......     fe nq v

Random carrier frequency

offset

Compute objective

function using Eq. (18)

GWO-SA update using

Eq. (27) – (30)

Is term continues?

Estimated CFO

nqi ...2,1� .
SCM-OFDMA

No

Yes

T
rain

in
g
 

Transmitted reference

system

�

Received reference

system

IJPCC



X ¼ 2a:r1 � a (22)

Y ¼ 2r2 (23)

The arithmetical formula for portraying the hunting nature of the wolves is specified in
Equations (24)-(29), in which the final modified position of wolves is offered in Equation (30),
which offers the updated a and v:

Za ¼ jY1 � va � vj (24)

Zh ¼ jY2 � vh � vj (25)

Zz ¼ jY3 � vz � vj (26)

v1 ¼ va � X1: Zað Þ (27)

v2 ¼ vh � X2: Zh


 �
(28)

v3 ¼ vz � X3: Zzð Þ (29)

v t þ 1ð Þ ¼ v1 þ v2 þ v3
3

(30)

4.5 Proposed grey wolf optimization with self-adaptiveness algorithm
Despite the amazing facts of the conventional GWO algorithm, it includes certain
shortcomings such as low precision and low rate of convergence. In conventional GWO, the
value of a is determined based on Equation (19). As a modification, the value of a in GWO-
SA is portrayed as per equation (27), where t refers to the change of fitness as given by
equation (28), under the condition, if t = 1, else, the value of t . In Equation (28), f(t – 1)
denotes the previous iteration and f(t) indicates the present iteration. Because the position of
the wolf is adaptively changed based on a fitness function, it is known for having a self-
adaptive principle:

a ¼ t � 2� 1 � 2
tmax

� �� �
(27)

t ¼ f t � 1ð Þ � f tð Þ

 �

f t � 1ð Þ (28)

The pseudo code of the proposed GWO-SAmodel is demonstrated in Algorithm 1:
Algorithm 1: Proposed GWO-SA Algorithm
Initialize the population of grey wolves
Initialize a, X and Y
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Compute the fitness of all search agents
Allocate va as the best search agent
Allocate vh as the second best search agent
Allocate vz as the third best search agent
While (t< tmax), tmax indicates the maximum iteration

For each wolf
If t= 1

Determine t as per equation (28)
else
t = 2
End if
Determine a as per equation (27)
Update the position as per equation (30)
End for
Update a, X and Y
Evaluate the fitness for whole search agents
Update va, vh and vz

t =tþ 1
End while
Return va

5. Results and discussions
5.1 Simulation procedure
The proposed GWO-SA-based CFO estimation in SCM-OFDM model was simulated in
MATLAB, and the corresponding outcomes were attained. Because the literature lags
with the CFO estimate using meta-heuristic search algorithms, which is the primary
contribution here, we have compared our proposed algorithm with state-of-the-art meta-
heuristic algorithms and standard filtering algorithms such as ML (Bai and Zhang, 2018),
LMS (Lorito, 1995), PSO (Zhang and Xia, 2017), GA (McCall, 2005) and GWO (Mirjalili
et al., 2014) for CFO estimation; it is held with respect to BER and MSE for ten values of
SNR. In addition, results were taken for varying values of weight,W adopted in GWO-SA
algorithm. In addition, the analysis was held with respect to BER and MSE for varying
values of CFO at 0.25 and 0.5, respectively, and accordingly the performance was
analyzed.

5.2 Bit error rate analysis
The BER analysis of the adopted GWO-SA scheme for enhancing CFO estimation in
SCM-OFDM systems is shown in Figure 3. From Figure 3(a), the BER analysis of
presented and conventional schemes for CFO at 0.25 can be determined, where the
adopted scheme at 10th SNR is 99.6 per cent ((10�15-10�38)/10�38) better than ML,
99.6 per cent better than LMS, 99.3 per cent better than PSO, 75 per cent better than
GA and 25 per cent better than GWO algorithms. Similarly, the BER analysis of the
implemented and conventional techniques for CFO at 0.5 can be determined from
Figure 3(b), in which the suggested GWO-SA method at 10th SNR is 60 per cent
superior to ML, 20 per cent superior to LMS, 90 per cent superior to PSO, 97.5 per
cent superior to GA and 99.4 per cent superior to GWO algorithms. In addition, the
random variables r1 and r2 indicated in Equations (18) and (19) are multiplied with
varying weight parameter W and the results are obtained. Figure 3(c) demonstrates
the BER analysis of the proposed model with respect to the varying weights for
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W1 = 0.2, W2 = 0.4, W3 = 0.6, W4 = 0.8 and W5 = 1. From the analysis, W3 is found
to offer reduced error compared with other weighting factors. Thus, the
enhancement of the proposed GWO-SA model in minimizing the BER has been
substantiated in a better way.

5.3 Mean square error analysis
This analysis shows the difference among the transmitted and the received signal. TheMSE
analysis of the presented GWO-SA-based CFO estimation in SCM-OFDM systems is
described in this section. Table II describes the MSE analysis of the proposed and
conventional schemes at CFO = 0.25. From the analysis, at 1st SNR, the proposed GWO-SA
scheme is 4.62 per cent better than LMS, 60.1 per cent better than PSO, 37.82 better than GA
and 67.85 per cent better than GWO algorithms. On considering the 2nd SNR, the presented
GWO-SAmethod is 0.6 per cent superior to LMS, 67.36 per cent superior to PSO, 40.59 better
than GA, and 67.93 per cent superior to GWO algorithms. Likewise, the suggested scheme at
3rd SNR is 72.47 per cent better than PSO, 37.95 per cent better than GA and 72.47 per cent
better than GWO algorithms. Accordingly, Table III describes the MSE analysis of the
proposed and conventional schemes when CFO = 0.5. From the analysis, the presented
GWO-SAmethod at 4th SNR is 20.26 per cent superior to ML, 2.24 per cent superior to LMS,
78.34 per cent superior to PSO, 40.02 per cent superior to GA and 78.34 per cent superior to
GWO algorithms. In the same way, at 5th SNR, the implemented scheme is 36.99 per cent

Figure 3.
Error analysis of the

proposed and
conventional models
in terms of varying

(a) CFO= 0.25
(b) CFO= 0.5 and

(c) proposedmethod
in terms of varying
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better than ML, 0.32 per cent better than LMS, 85.04 per cent better than PSO, 53.23 per cent
superior to GA and 84.57 per cent better than GWO algorithms. In addition, at 7th SNR, the
adopted GWO-SA scheme is 1.74 per cent superior to ML, 1.74 per cent superior to LMS,
76.84 per cent superior to PSO, 70.87 per cent superior to GA and 93.29 per cent superior to
GWO algorithms.

Table IV demonstrates the MSE analysis of the proposed GWO-SA model for varying
weights. From the analysis, for the third iteration, the W3 is 6.65 per cent better than W1,
22.13 per cent superior to W2, 30.06 per cent superior to W4 and 52.22 per cent superior to
W5. Moreover, for the fifth iteration, the W3 is 28.74 per cent superior to W1, 23.49 per
cent superior to W2, 20.42 per cent superior to W4 and 18.25 per cent superior to W5.
Therefore, the improved MSE outcomes of the proposed GWO-SA scheme have been
validated in the proposed CFO estimation in SCM-OFDM system from the simulated
outcomes.

5.4 Cost function analysis
The analysis on fitness function or cost function from Eq. (18) for both CFO = 0.25, and CFO =
0.5 is shown in Tables V and VI, respectively. Here, the cost function of the proposed GWO-SA
model is 45.57 per cent better than PSO, 78.45 per cent better than GA, and 44.85 per cent better

Table III.
MSE Analysis of the
proposed and
coventional models
at CFO = 0.5

SNR

ML
(Bai and

Zhang, 2018)
LMS

(Lorito, 1995)

PSO
(Zhang and
Xia, 2017)

GA
(McCall, 2005)

GWO
(Mirjalili et al., 2014) GWO-SA

1 0.28119 0.28157 0.70588 0.45302 0.8762 0.2817
2 0.22995 0.23183 0.70588 0.3879 0.71842 0.23043
3 0.19395 0.19413 0.70588 0.31319 0.70588 0.19432
4 0.1917 0.15637 0.70588 0.25487 0.70588 0.15286
5 0.16753 0.10589 0.70588 0.22567 0.68386 0.10555
6 0.081134 0.082898 0.2817 0.22503 0.67105 0.081134
7 0.045802 0.045802 0.19432 0.1545 0.67024 0.045005
8 0.024056 0.024056 0.10589 0.13661 0.64651 0.019018
9 0.022503 0.019018 0.081134 0.11754 0.54995 0.01701

10 0.020833 0.01701 0.045005 0.1052 0.20571 0.014731

Table II.
MSE Analysis of the
proposed and
coventional models
at CFO = 0.25

SNR

ML
(Bai and

Zhang, 2018)
LMS

(Lorito, 1995)

PSO
(Zhang and
Xia, 2017)

GA
(McCall, 2005)

GWO
(Mirjalili et al., 2014) GWO-SA

1 0.51504 0.51686 0.48999 0.27951 0.99949 0.27951
2 0.49615 0.45928 0.46234 0.23616 0.97171 0.23616
3 0.4341 0.43874 0.43418 0.19207 0.96014 0.19207
4 0.43326 0.42047 0.39519 0.15286 0.19207 0.15286
5 0.41926 0.40621 0.36264 0.11187 0.15286 0.11057
6 0.33636 0.37798 0.32454 0.09239 0.11057 0.09001
7 0.33344 0.36632 0.28489 0.055772 0.09001 0.053115
8 0.2513 0.31744 0.22917 0.035068 0.053115 0.031823
9 0.20518 0.25288 0.19764 0.022503 0.019018 0.014731

10 0.19376 0.20972 0.14484 0.019018 0.014731 0.012028
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than GWO at SNR = 10 dB. Moreover, at SNR = 8 dB, and CFO = 0.5, the cost function of the
proposed models is 46.18 per cent, 22.56 per cent and 82.01 per cent better than PSO, GA and
GWO, respectively, which proves the efficiency of the developedmethod.

5.5 Performance analysis using benchmark functions
To test the performance of the proposed model, bench mark functions such as Ackley, Beale,
leon, and rastrigin are evaluated, with respect to the cost function. Figure 4 shows that the
proposed model shows minimized in cost function by varying the benchmark mark
functions and iterations.

6. Conclusion
This paper has presented a novel SCM-OFDM system with optimal CFO by exploiting an
improved optimization scheme. The effectiveness of SCM-OFDM was substantiated by
relating the transmitted and received signal. Consequently, the most important objective here
was to minimize the error among the received and transmitted signal. At the receiver side,
CFOwas integrated and has to be attuned suitably to acquire the received signal closer to the

Table VI.
Const function

analysis of proposed
and conventional

models at CFO = 0.5

Methods
SNR

1 2 3 4 5 6 7 8 9 10

PSO (Zhang and Xia, 2017) 0.321 0.458 0.265 0.133 0.275 0.755 0.354 0.472 0.269 0.461
GA (McCall, 2005) 0.967 0.143 0.280 0.195 0.183 0.446 1.273 0.328 0.642 0.407
GWO (Mirjalili et al., 2014) 0.591 0.250 0.459 0.986 0.919 0.483 0.268 1.412 0.316 1.285
GWO-SA 0.251 0.053 0.103 0.125 0.052 0.415 0.156 0.254 0.072 0.123

Table V.
Const function

analysis of proposed
and conventional

models at CFO = 0.25

Methods
SNR

1 2 3 4 5 6 7 8 9 10

PSO (Zhang and Xia, 2017) 1.407 0.109 1.33 0.148 0.38778 1.38 0.304 0.278 0.404 0.542
GA (McCall, 2005) 0.131 0.147 0.327 1.35 1.314 0.318 1.279 1.406 0.317 1.370
GWO (Mirjalili et al., 2014) 1.387 1.088 1.016 0.980 0.612 1.366 0.253 1.324 1.398 0.535
GWO-SA 0.110 0.064 0.194 0.057 0.105 0.294 0.123 0.088 0.132 0.295

Table IV.
MSE Analysis of the
proposed model with

varying weights

SNR W1 W2 W3 W4 W5

1 0.70588 0.70588 0.70588 0.70588 0.70588
2 0.36124 0.70588 0.66291 0.70588 0.70588
3 0.32598 0.39078 0.30429 0.4351 0.63692
4 0.29926 0.27573 0.26021 0.2808 0.27951
5 0.27163 0.25302 0.19357 0.24325 0.23677
6 0.25769 0.20885 0.18002 0.19264 0.19395
7 0.20764 0.1991 0.12237 0.17554 0.14902
8 0.18634 0.12871 0.090411 0.16448 0.12178
9 0.12955 0.097717 0.059536 0.13845 0.069096

10 0.078874 0.073657 0.020833 0.024056 0.014731
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transmitted signal. The optimization of CFO was performed by deploying GWO-SA.
Furthermore, the presented model was distinguished with traditional models in terms of BER
and MSE, and the system performance has been accordingly confirmed. From the analysis,
BER of the proposed and conventional schemes for CFO at 0.25 was determined, where the
adopted scheme at 10th SNRwas 99.6 per cent better than ML, 99.6 per cent better than LMS,
99.3 per cent better than PSO, 75 per cent better than GA and 25 per cent better than GWO
algorithms. Moreover, MSE at 1st SNR, the proposed GWO-SA scheme, is 4.62 per cent better
than LMS, 60.1 per cent better than PSO, 37.82 better than GA, and 67.85 per cent better than
GWO algorithms. Hence, it is confirmed that the performance of SCM-OFDM system with
GWO-SA-based CFO estimation outperformed the state-of-the-art techniques.
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ABSTRACT:  With the increased   number of internet traffic users there is a huge demand for high data rate 
and power efficient wireless communication system. The physical layer of any wireless communication 
systems plays a vital role in building the foundation for data rate enhancement. Using multicarrier 
modulation techniques multiple users can be accommodate having varies data rate requirements. The 
Orthogonal frequency division multiplexing system has been proved as best multicarrier modulation 
technique to fulfill the user requirement. Although the OFDM system is set to be the best example of multi 
carrier system it under goes sever problem of PAPR. As a consequence it induces nonlinear distortions in 
the system thus limiting the power amplifiers to work in linear regions only. In this article we propose a 
unique solution to the above mentioned problem that combats the nonlinearity in the communication 
systems. The proposed solution is a combination of OFDM and Superposition coded modulation. The 
comparative analysis is presented with the existing techniques used for PAPR reduction.  

Keywords: Clipping technique, Selective mapping, Partial Transmit sequence, Discrete Hartley Transform (DHT), 
Superposition Coded Modulation (SCM)-OFDM, Modified µ law Companding (MMC), Peak  to Average Power Ratio 
(PAPR), Bit Error Rate (BER) , Complementary Cumulative Distribution Function(CCDF). 
Abbreviations: OFDM, Orthogonal Frequency Division Multiplexing; SCM, Superposition Coded Modulation; PTS, 
Partial Transmit Sequence; TR, Tone Reservation; DHT, Discrete Hartley Transform.   

I. INTRODUCTION 

Orthogonal Frequency Division Multiplexing (OFDM) is 
an assured technique for systems that require a high 
data transmission rate, such as 4G LTE-Advanced and 
Wimax. Several researchers and academicians have 
studied the OFDM technique, which can cater to high 
data rate applications. OFDM offers several advantages 
over channels that experience frequency selectivity and 
time variations. Furthermore, the OFDM technique 
allows each subcarrier to independently select the 
constellation and coding scheme. OFDM offers 
robustness to the multipath fading channel and has a 
low- implementation complexity. Although OFDM 
exhibits several advantages, OFDM suffers from various 
technical challenges, such as high Peak to Average 
Power Ration (PAPR) and Carrier Frequency Offset 
(CFO).The complexity of Digital-to-Analog Converter 
(DAC) increases with PAPR, that leads to the 
degradation of power amplifier efficiency in OFDM 
system. The transmission of high-PAPR OFDM signals 
through nonlinear power amplifier causes spectral 
broadening, that will expand the dynamic range of the 
DAC. Superposition Coded Modulation (SCM) is 
emerging as non-bijective, bandwidth and power 
efficient coded modulation with Gaussian Quadrature 
components. The shaping gain in SCM is inherent 
without any additional complexity at the transmitter side. 
At the receiver side the complexity is low as O(K) for K-
layer SCM when equal power is allocated to the 
symbols.  

Hybrid combination of multi layer SCM and OFDM can 
achieve greater data rates compared to single carrier 
OFDM system.  
The main aim of this study is to decrease the PAPR in 
OFDM system to reduce the range of DAC and thereby 
decrease the cost of the system. We propose the use of 
a novel technique called hybrid precoding using DHT 
and µ companding for SCM- OFDM system. SCM-
OFDM system increases the data rate of OFDM system 
complementing the advantages of OFDM. Implementing 
SCM coding scheme for MIMO system reaches 
Shannon channel capacity. But, using SCM in OFDM 
system further increases the PAPR problem in OFDM 
but increases the data rate and capacity of the OFDM 
system. Several techniques for PAPR reduction have 
been proposed in literature, and are categorized into 
three categories: multiplicative schemes, coding 
techniques and additive schemes. In multiplicative 
schemes, phase sequences are multiplied with OFDM 
sequences, the popular techniques using multiplicative 
schemes such as Selective Mapping (SM) and Partial 
Transmit Sequence (PTS) [1–5]. In [6], a low complexity 
PAPR reduction with modified linear SM scheme was 
suggested for the OFDM system. The performance for 
modified linear SM scheme for PAPR reduction in [6] 
was insignificant compared with conventional schemes. 
Additive schemes include Tone Reservation (TR) and 
clipping and filtering techniques. TR technique with low-
complexity tones with null subcarriers was proposed in 

e
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[8] to decrease the PAPR in the  filter bank multi carrier systems combined with OFDM system. 
In [9], Decision directed method proposed for PAPR 
reduction for optical OFDM. In [10] a tone rejection 
technique for PAPR reduction was proposed. In [11], 
clipping and quantization noise cancellation is proposed 
for low-complexity PAPR reduction.  Clipping PAPR 
reduction technique causes in- and out-band 
interferences that take out symmetry among subcarriers 
of OFDM that result in Inter Carrier Interference (ICI). A 
PAPR reduction system including coding technique 
anticipated in [12] implemented Reed Muller codes are 
implemented with PTS scheme. In [13] code scrambling 
method are used to reduce PAPR. All these schemes 
reduce PAPR at cost of computational complexity and 
with additional information need to be transmitted to 
receiver that increases bandwidth requirement. 
Motivated by the limitations of clipping and other 
techniques, we propose Modified µ law companding 
techniques with Discrete Hartley Transform (DHT) as 
precoding technique for PAPR reduction in SCM-OFDM 
system. The proposed technique does not require any 
side information as compared to multiplicative methods, 
precoding techniques scrambles the signal phase to 
reduce the PAPR of the OFDM system. Precoding with 
DHT demonstrates higher PAPR reduction compare to 
Discrete Fourier Transform (DFT) technique.DHT 
distorts phase of the signal there by reducing PAPR. 
DHT is less complex compared to DFT as indicated in 
Table 2. DHT brings down the multiplication complexity 
by a factor of two contrasts with DFT, since DHT matrix 
has only real elements. DHT provides higher spectral 
efficiency, since it does not require side information 
compared to various different PAPR reduction systems 
like PTS and SLM techniques. 
This paper is organized as follows. In Section II, the 
SCM-OFDM system is discussed, and the PAPR and 
cumulative complementary distribution function (CCDF) 
are formulated. In Section III, the clipping technique for 
PAPR reduction for SCM-OFDM system, PTS and SM 
techniques were discussed. Section IV Simulation 
results were discussed, section V conclusion  

II. SCM-OFDM SYSTEM IS DISCUSSED   ??????? 

A. Characterization of the SCM-OFDM System 
OFDM system has high bandwidth efficiency compared 
to other multiple access system. However, there is 
continuous demand for high data rate and high capacity 
to meet the requirements of various evolving 

technologies and applications. Therefore there is strong 
motivation to come up with systems and methods that 
achieve even higher bandwidth efficiency compared to 
traditional OFDM system which inherits various 
advantages of traditional OFDM system. Superposition 
Coded Modulation is the multicarrier system, which has 
the advantage of adaptive modulation and coded 
techniques.  Combining SCM with OFDM system further 
increases channel capacity and the data rate of the 
OFDM system, preserving the advantages of traditional 
OFDM system. However use of SCM system for OFDM 
further increases the PAPR problem in OFDM system. 
To reduce PAPR in SCM-OFDM system we propose 
DHT which provides spectral efficiency to SCM-OFDM 
system. In SCM –OFDM system, K-layer SCM is 
defined over a 2

K 
constellation, the binary data 

sequence P is partitioned into K sub-sequences {Pk}. 
The k-th layer, resulting in a coded bit sequence ck = { 

ck(j)} of length 2J. Where ck (j)  {0,1} and J is the frame 
length. Coded sequence ck is then mapped to QPSK 
sequence xk (j). 
x

K
k=x

K
re,j+i x

K
im,j                                                             (1) 

The superscripts ‘Re’ and ‘Im’ denote the real and 
imaginary components, of complex numbers, 
respectively. 
QPSK sequences are linearly superimposed to form Xj, 
which is given as follows: 
 x(j)=∑ ��������  xk(j),        j= 0,1,…J-1                             (2) 
Where 	��
 are  constant weighting actor k. In this study, 
{�� } was obtained using the simulation-based power 
allocation method projected in [12]. 
The superimposed symbols are fed to a customary 
OFDM modulator unit that consists of an N-point inverse 
discrete Fourier transform (IDFT) unit pursued by an Ng-
point cyclic prefix (CP) converts linear convolution to 
circular convolution, applied as a guard band to avoid 
Inter Symbol Interference. The IDFT output is obtained 
as vector  
Di = [Di(0), Di(1),… Di(N−1)]

T
. The CP is appended to Di 

such that 

Si(k) = � �√� ∑ ��(�) !"#$�/�,���$�� ',                                   (3)  

Where Xi(k)=x(j) from Eqn. (2) is the superimposed 
modulated data symbol assigned to the sub carriers and 
Ng represents the length of CP (−Ng < n < N−1). 
 

Fig. 1. The Proposed SCM-OFDM system for PAPR reduction. 
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B. Peak-to-Average Power Ratio (PAPR) 
The PAPR is important for enabling the high-power 
amplifier to operate in the linear region. The SCM-
OFDM signal is oversampled ‘L’ times to better 
approximate the PAPR. The oversampled SCM-OFDM 
signal in time domain is given as follows: 

Si(k) = � �√� ∑ �!(�) !"#$�/(�,���$�� '0 < n < LN                 (4) 

The PAPR is termed as the ratio of the maximum 
instantaneous power to the average power and is 
formulated mathematically as follows: 

PAPR[S[n]] =   )*+ [|.[�/|0/ �1$1(���2[|.[�/|0 / ,                               (5) 

where E [.] specifies the expectation operator. 

C. Complementary Cumulative Distribution Function 
The CCDF refers to the probability that the distribution 
of the output power of the SCM-OFDM signal exceeds 
the predefined threshold value. It is done by determining 
the CCDF for the PAPR values. The CCDF is 
formulated and expressed as follows: 
CCDF = Pr (PAPR678 � 9:;8  > PAPRo),                       (6) 
Where PAPRSCM − OFDM and PAPRo are the output of the 
SCM-OFDM system and the threshold value 
respectively. 

III. RESULTS AND DISCUSSION 

A.  Clipping technique for reducing the PAPR in the 
SCM-OFDM system 
In the SCM-OFDM system, the PAPR is maximum for a 
given {��} when all <�s are equal. To reduce the PAPR, 

clipping of  Xj to form �=>   is followed based on the rule 

presented below: 

�=> =  @ A!, BA!B ≤ DE.FB.F B , BA!B  > DH                                                       (7)                                                                                     

where A > 0 is the clipping threshold. 
From [13], we outline the clipping ratio as follows: I = D" /J(|�!"|)                                                            (8)  

The PAPR of the transmitted signal with clipping is 
given as follows 

PAPR= D" /J(|�="KKKK|).      
The received signal can be written as follows: 
Yj = �=>  + wj,                                                         (9) 

where wj is the complex Gaussian noise with a zero 
mean and L" variance.  

B.   Selective Mapping 
Selective Mapping (SM) is a multiplicative PAPR 
reduction technique. The SCM-OFDM signal is copied 
and each copy is multiplied with different phase 
sequences, as a result different PAPR values   are 
captured. The SM signal is a product of SCM-OFDM 
and phase sequences and represented by X(1), X(2), 
X(3),… X(k), where k is the number of SCM-OFDM 
signals. Inverse Discrete Fourier transform is performed 
on X(k). X(k) with lowest PAPR is selected and 
transmitted. With increase in number of k the 
performance of SM raises but as the k increases 
number of IDFTs also increases, increasing the 
complexity of the system. The block diagram of the SM 
is presented in Fig. 2. This technique also requires side 
information. The side information are extra bits that 
carries the phase sequences to receiver increasing the 

bandwidth. SM technique is not only spectral inefficient 
but also complex system.  

 

Fig. 2. Block diagram of Selective Mapping. 

C. Partial Transmit Sequence 
Partial transmit sequence is selection transmission 
technique with point-to-multipoint mapping, multiply 
single input data signals by a phase factor to map 
multiple candidate signals. Similar to SM technique, 
candidate signal with lowest PAPR is selected as the 
OFDM transmission signal. PTS also requires side 
information to be transmitted to receiver to retrieve 
which candidate signal was selected by the transmitter. 
Let X denote the random signal in frequency domain. 
Now X is partitioned into U disjoint subblocks 
represented by {X

(u)
, u = 1, 2,…U} where X

(u)
 is given by 

X
(u)

=[ X1
(u)

 ,X2
(u)

 ,….XM-1
(u)

]                                         (10) 
X=∑ �MNM��                                                                   (11) 
The phase rotation factors are given by 

Cu =eOθP 
, u=1,2,   U                                                    (12)

 
 

IV. PROPOSED MMC-DHT PAPR REDUCTION 
TECHNIQUE FOR SCM-OFDM SYSTEM 

The objective of this investigation is to realize PAPR 
reduction before OFDM modulation using Modified 
Companding and DHT precoding. Since the SCM 
symbols takes Gaussian distribution, it implies that there 
is no requirement of active shaping filters which is used 
to adapt the advanced modulation schemes such as 
QAM to Gaussian channel, thereby reducing the 
shaping filter burden on transmitter and receiver of the 
system. The Cumulative Distributed Function (CDF) of 
the un-companded signal is expressed as 

Fx(.) =1-exp(
+Q0RS0), TU>0                                                 (13) 

Where TU is that the discrete envelope of x(n) and  L+" is 
the variance.  
 
The V companding was introduced based on [15]  W27 (T(X))= AYX(T). [3L+". erf(

|+|["RS0 ) ,0≤ T ≤ 1          (14) 

The above equation is the fundamental error function 
due to companding transform. V   law companding  with constant value for V applied to  
SCM-OFDM  signal is given by             _̂(X)=F(xj(n))                                                   (15)  

   =sgn(xj(n))  
    E`×  bcd (�efgSF(h)i` g)

bcd (�ef)  
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where sgn(x(n))=
+($)|+($)| is the phase and As=max(|xj(n)|. 

The multi V is simulated for SCM-OFDM system for 
better PAPR reduction .The fundamental problem in  V  
companding is, it enlarges the amplitudes of the lower 
amplitude signal keeping higher amplitude signals 
unchanged   at the output of the compander. Thus 
increasing the average power and reduces the PAPR. 
However, this technique leads to unfair improvement of 
BER when compared to uncompanded signal. The 
companding profile known as peak ratio is presented in 
[15], it is articulated as the ratio of amplitude A of the 
signal specified in  V  compander to the peak amplitude 
of the actual signal to be companded i.e. 

K= jklm lnobpqPrk cs tcnoukvvcujklm cs ltqPlb vpdwlb  =    
E+F xyz{                   (16) 

The transfer characteristics of the modified  V  
compander including new parameter peak ratio ‘K’ is 
expressed by substituting the above equation  in (15). 

   y=K × T!|}*� × bcd~�ef �SFxyz{��×SFxyz{�
bcd(�ef) AYX(T)                      (17) 

The above comapanding profile permits the V −Law companding profiles to be modified such that all 
amplitudes as well  as the peaks of the input signal can 
be amplified by changing the value of K. Higher the 
values of K, greater is the  gain for the peaks and much 
higher the gain for the lower amplitude signals. 
OFDM signal is precoded using DHT precoder before 
IFFT block. The Hartley Transform of Si(n) is expressed 
as  

Hs(�) =� �(�)��A(��)��∞�∞ .                                         (18) ��A(��) = cos (��) + sin (��)                           (19)   �(�) = � �.∞�∞ (�)��A(��)��                           (20) 

To reduce the number of functional computation ��A(��) can be expressed as: √2 cos ��� − #�� = √2 sin ��� + #��                                    (21)  

For discrete signal Hartley Transform is expressed as: 

Hs(k)=  �√" ∑ ^��(��$�� (X)��A("#$�� )                                (22)   

�.(k)=
√"√� ∑ ^�(X)cos ("#$���(��$�� -

#�)                          (23) 

k=0, 1,...... N-1. 
The discrete Hartley Transform rotates the phase of 
input SCM symbols. While precoding, the signal is re-
established to the single carrier. SCM-OFDM is 
analysed in AWGN channel. The   received signal is as 
follows:    �!  (X) = � �√� ∑ �.(�) F0�h��� ,���$�� � + w(n)                     (24)    

           0 < n < LN−1 

V. SIMULATION RESULTS 

In this study, computer simulations were performed to 
evaluate the performance of the SCM-OFDM system. 
Cyclic prefix is added to the time domain signal to avoid 
the Inter Symbol Interference (ISI). Besides PAPR 
drawback in OFDM system, OFDM is additionally 
sensitive to spectral null problem over a frequency 
selective fading channel. By using Discrete Hartley 
Transform over the entire bandwidth the nulls are 
spread to increase the probability of correctly receiving 
the transmitted symbols.  

Use of Precoding, further improves the PAPR 
performance of an OFDM multicarrier system. SCM-
OFDM system is simulated in MATLAB 2017 
environment. Each layer in multicarrier is coded using 
convolution encoder with rate ½. The coded code word 
is interleaved to remove any burst error present in the 
data stream. Each layer is modulated using different 
modulation schemes. We adopted QPSK and 16 QAM 
for the layer 1 and layer 2 respectively. 
The simulation result of SCM scheme with two layers, 
where layer 1 adopted QPSK and for layer 2 16QAM 
and resultant superimposed signal is shown in Fig. 3. In 
SCM symbols are arranged such that the PAPR is 
reduced with different power factor ′�′ .For the higher 
modulation scheme when SCM is simulated with 
64QAM PAPR obtained is 6.4089dB, OFDM with 
64QAM is 9.31dB. Compared to OFDM PAPR in SCM 
improved by 31.2%. However, PAPR in the hybrid 
system SCM-OFDM system is 13.53dB. PAPR in hybrid 
system increases due to nonlinearity in SCM; Since 
Gaussian like transmitted signal has a relatively high 
PAPR. SCM-OFDM with clipping resulted in reduction of 
PAPR by 2.87dB. Although PAPR reduction using 
clipping and filtering technique is reduced to 2.87dB, but 
BER performance of the same reduction scheme is poor 
as shown in Fig. 4 compared to BER performance of the 
proposed method. The BER performance is enhanced 
using proposed hybrid technique for SCM-OFDM 
system using DHT. PAPR for SCM-OFDM signal is 
5.8971dB, thereby reducing PAPR by 4.7565dB 
compared to clipping and without reduction technique by 
7.6329dB respectively, thereby improving performance 
of PAPR by 56.41%. 

Table 1: Simulation Parameters 

Bandwidth 20MHz 

Carrier frequency 2.5GHz 

Number of subcarriers 256 

Subcarrier spacing 15KHz 

Number of Cyclic prefix 64 

Convolution encoder rate ½ 

Interleaver Random Interleaver 

Modulation for layer 1 256 QAM 

Modulation for layer 2 256 QAM 

With proposed  hybrid technique the PAPR is further 
reduced to 1.7949 dB and PAPR performance 
improvement by 86.7%. The proposed system is also 
simulated with 256 QAM, PAPR in OFDM with 256 QAM 
is as high as 30dB due to nonlinearity in the 256 QAM. 
PAPR will increase up to a greater extent in OFDM 
system. Computer simulation is done and results are 
shown in figure 9. With the proposed hybrid scheme the 
PAPR is reduced significantly to 12.5dB. Fig. 3 shows 
the simulation of SCM symbols, considering K=2 layers 
the number of symbols in SCM is 2. Fig. 4 show that the 
PAPR reduction in SCM-OFDM system with DHT 
precoder and clipping as a PAPR reduction technique. 
DHT precoder outperforms clipping technique by 
7.01dB. BER performance is better compared to 
clipping technique for SCM-OFDM system. 
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Fig. 3.  Simulation result of Superposition Coded Modulation of two signals QPSK and 16 QAM modulated signal. 

 

Fig. 4. BER performance of Clipping and DHT PAPR reduction techniques in SCM-OFDM system. 

Fig. 5 present that when Modified µ law Compander with 
different value of µ, with µ=30 and above, the PAPR of 
SCM-OFDM system reduces to 3.8 dB. Increment in PR 
ratio to 2, increases the BER performance, compared to 
other µ-law companding technique as shown in Fig. 6. 
The BER performance in DHT precoder is better than 
the BER of µ-law companding techniques. The 
simulation uses different µ-law companding levels and is 
denoted as U1 and U2 in the result. However, the PAPR 
is more in DHT precoding technique compared to µ-law 
companding. The proposed system considers the 
advantages of both the techniques. Fig. 7 show different 
PAPR reduction technique for SCM-OFDM system, the 
proposed system outperforms the other reduction 
technique with PAPR of 1.79 dB. The BER performance 
of proposed system and its outperformance with the 
other PAPR reduction techniques is shown in Fig. 7. 
The Table 2 shows the comparison of computational 
complexity in DHT and DFT scheme for PAPR 
reduction. Since DHT requires less multiplications 
compared to DFT, proposed system is low 
computationally complex system. Table 3 compares the 
spectral efficiency of the DHT with other alternative 
techniques. PTS and SLM techniques use side 

information which increases bandwidth requirement. 
The proposed method is bandwidth efficient, since no 
side information is required.  Fig. 8 provides BER 
comparative study of SCM –OFDM system with different 
PAPR reduction techniques. PAPR reduction for SCM-
OFDM system with proposed reduction technique is 
12.5dB for 256 QAM modulations. Table 4 provides the 
PAPR results and comparisons with SCM only, OFDM 
only and Hybrid combination of SCM-OFDM system 
with Clipping, SLM, PTS and MMC- DHT precoder for 
64 QAM and 256 QAM. It is evident that from Table 4 
with MMC-DHT precoder improves PAPR Performance 
of SCM-OFDM system. 

Table 2: Comparison of DHT and DFT for 
computational complexity. 

Schemes 
Real 

multiplications 
Complex 
additions 

DHT 2L
2 

L(L-1) 

DFT 4L
2 

L(L-1) 

where L is order of DHT matrix and DFT matrix. 
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From the Table 3 it is observed that the computational 
complexity is reduced to 50% in case of DHT  compared 
to DFT precoding. With use of DHT precoding for PAPR 
reduction it not only reduces PAPR but also reduces 
computational complexity in the system.  

Where S is the number of subblocks and φ  : is the 

number of phase factors. 
The PAPR reduction techniques such as PTS and SLM 
requires side information which reduces the spectral 
efficiency of the system, on the contrary, DHT precoding 
requires no information for PAPR reduction in SCM-
OFDM system improving spectral efficiency in the 
system as compared to existing reduction techniques.  

The number od side information required for the above 
mention techniques are mentioned in Table 3. 

Table 3: Comparison of DHT for spectral efficiency. 

Scheme 
Sideband information (bits/OFDM 

symbol) 

DHT None  

PTS S log2 φ  

SLM log2 φ  

From the Table 4 it is evident that the proposed 
technique is efficient, 61% PAPR reduction compared to 
DHT alone for the SCM-OFDM system. 

Table 4: Comparison of PAPR Reduction techniques for SCM-OFDM system. 

PAPR 
reduction 
technique 

SCM OFDM SCM-OFDM 
without 
PAPR 
reduction 

SCM-
OFDM 
with 
clipping 

SCM-
OFDM 
with DHT 

SCM-OFDM 
with V 
companding 

SCM-OFDM with 
Proposed PAPR 
reduction for 64 
QAM 

SCM-OFDM with 
Proposed PAPR 
reduction for 256 
QAM 

PAPR (in 
dB) 

6.4089 9.31 13.53 10.6536 5.8971 3.64 1.7949 12.5 

 

Fig. 5. CCDF Vs PAPR for different V companding profiles (u1,u2) and modified V companding techniques. 

 

Fig. 6. BER performance of Modified µ law companding technique on SCM-OFDM system with different companding 
levels U1,U2 and U3.Table IV: Comparison of PAPR Reduction techniques for SCM-OFDM system. 
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Fig. 7. CCDF Vs PAPR for different PAPR reduction techniques on SCM-OFDM system. 

 

Fig. 8. BER performance of different PAPR reduction technique on SCM-OFDM system. 

 
Fig. 9. Comparative study of PAPR on SCM-OFDM systems for 256 QAM modulation with different reduction 

techniques. 

The SCM OFDM system is simulated for 64 QAM and 
256 QAM respectively, PAPR for SCM signal and 
OFDM signal PAPR are 6.4089dB and 9.31dB 
respectively. With the combination of SCM-OFDM 
system PAPR increased to 13.53dB due to Gaussian 
like signal of SCM-OFDM signal and with equal power 
allotted for two layers of SCM. Clipping technique 
reduces PAPR by 2.87dB, where as DHT achieves 
PAPR reduction by 7.63dB. PAPR is further reduced by 
9.89dB by  V companding technique. As observed from 

the simulation results DHT technique provides better 
BER performanc, µ companding technique provides 
better PAPR performance. Combining the advantages 
of both the technique we achieved reduction in PAPR by 
11.73dB and improvement in PAPR by 86.7%. SCM-
OFDM system is simulated with 256QAM to 
demonstrate the proposed method works better 
compared to well known PAPR technique such as PTS 
and Selective Mapping (SM). The Fig. 9 shows that 
PAPR in SCM-OFDM without PAPR reduction is 33dB, 
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with SM technique PAPR is reduced to 32 dB. Some 
improvement is observed when PTS is applied to SCM-
OFDM system. Significant result is obtained with the 
proposed technique, PAPR is reduced to 12.5dB, PAPR 
performance is improved by 62.1%. 

VI. CONCLUSIONS 

A novel PAPR reduction technique for the OFDM 
system with SCM is presented and elaborated in this 
paper. An investigation on performance of different 
reduction techniques on SCM-OFDM system is 
achieved through computer simulation. The results 
indicated that the proposed technique outperformed the 
clipping technique by 83.1%, PTS by 58.3% , SM by 
62% and achieved PAPR of 1.7949 dB with 64QAM 
SCM-OFDM system, 12.5dB with 256QAM SCM-OFDM 
system. The proposed method is beneficial for high data 
rate systems, where many constellations are required to 
achieve a high data rate. 
Future scope: For future research, time-varying 
channels can be studied; furthermore, different 
modulations and layers can be experimented with SCM-
OFDM system. 
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Abstract
Purpose
The purpose of this paper is to demonstrate a pro�ciency for
accomplishing optimal CFO and keep down the error among the
received and transmitted signal. Orthogonal frequency-division
multiplexing (OFDM) is considered as an attractive modulation
scheme that could be adopted in wireless communication systems
owing to its reliability in opposition to multipath interruptions under
di�erent subchannels. Carrier frequency o�set (CFO) establishes
inter-carrier interference that devastates the orthogonality between
the subcarriers and �uctuates the preferred signal and minimizes
the e�ectual signal-to-noise ratio (SNR). This results in corrupted
system performance. For sustaining the subcarriers’ orthogonality,
timing errors and CFOs have to be approximated and su�ciently
compensated for. Single carrier modulation (SCM) is a major feature
for e�cient OFDM system.

Design/methodology/approach
This paper introduces a novel superposition coded modulation-
orthogonal frequency-division multiplexing (SCM-OFDM) system
with optimal CFO estimation using advanced optimization
algorithm. The e�ectiveness of SCM-OFDM is validated by
correlating the transmitted and received signal. Hence, the primary
objective of the current research work is to reduce the error among
the transmitted and received signal. The received signal involves
CFO, which has to be tuned properly to get the signal as closest as
possible with transmitted signal. The optimization or tuning of CFO
is done by improved grey wolf optimization (GWO) called GWO with
self-adaptiveness (GWO-SA). Further, it carries the performance
comparison of proposed model with state-of-the-art models with
the analysis on bit error rate (BER) and mean square error (MSE),
thus validating the system’s performance.
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for estimating carrier frequency o�set
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Findings
From the analysis, BER of the proposed and conventional schemes
for CFO at 0.25 was determined, where the adopted scheme at
10th SNR was 99.6 per cent better than maximum likelihood, 99.6
per cent better than least mean square (LMS), 99.3 per cent better
than particle swarm optimization (PSO), 75 per cent better than
genetic algorithm (GA) and 25 per cent better than GWO
algorithms. Moreover, MSE at 1st SNR, the proposed GWO-SA
scheme, is 4.62 per cent better than LMS, 60.1 per cent better than
PSO, 37.82 better than GA and 67.85 per cent better than GWO
algorithms. Hence, it is con�rmed that the performance of SCM-
OFDM system with GWO-SA-based CFO estimation outperformed
the state-of-the-art techniques.

Originality/value
This paper presents a technique for attaining optimal CFO and to
minimize the error among the received and transmitted signal. This
is the �rst work that uses GWO-SA for attaining optimal CFO.
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Abstract— OFDM system loses the orthogonality between subcarriers due to 

carrier frequency offset resulting in inter-carrier interference (ICI) in the OFDM 

system. CFO impedes the performance of the demodulation process in baseband 

receiver increasing BER in the OFDM system. In the proposed scheme, the 

estimation of CFO is performed using the Extended Kalman filter (EKF) and sigma 

pointed Kalman filter (SPKF) on the SCM-OFDM system. The simulation results 

show that the estimation using SPKF can achieve better results than other variants 

of the Kalman filter. The proposed system improves the BER performance of the 

OFDM system. Further, it is shown that SPKF outperforms than of EKF. 

 

Keywords— Carrier Frequency Offset, OFDM, Superposition Coded Modulation, 

Sigma pointed Kalman filter 
 

1. INTRODUCTION 

The Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier 

bandwidth-efficient system, a promising technique for the systems which aspire for high 

rate transmission such as 4G-LTE advanced, Wimax, etc, Advantages of OFDM attracted 

several researchers and academicians to choose OFDM technique which can cater for 

high data rate applications. OFDM is also robust to multipath fading channels with low 

complexity implementation. OFDM uses higher modulation schemes such as PSK or 

QAM to achieve bandwidth efficiency. However, the Quadrature part of the PSK and 

QAM are not Gaussian distributed. To achieve channel capacity, the input to the channel 

must be Gaussian. Traditionally active signal shaping is performed on modulation 

schemes to achieve Gaussian distribution. Several methods were proposed by researchers 

and academicians to increase channel capacity [1]. With active signal shaping techniques 

the complexity at the transmitter and receiver increases. With APP decoder for bijective 

modulation (one to one mapping) schemes, the complexity increases with an increasing 

number of information bits as O(2N). In 1997, Daunt et al. designed a multilevel coded 

modulation scheme in [2-3] and pointed out that huge signal constellation and active 

signal shaping are indeed not mandatory to approach the channel capacity. Li Ping 

followed this work and did extensive analysis in [4]. Superposition coded modulation 

with one layer can achieve similar performance as presented by the authors of [4]. But the 

results are limited to 2 bps per signal dimension. Superposition Coded Modulation (SCM) 

is emerging as non-bijective, bandwidth and power efficient coded modulation with 
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Gaussian quadrature components. The shaping gain in SCM is inherent without any 

additional complexity at the transmitter side. At the receiver side, the complexity is low 

as O(N) when equal power is allocated to the symbols. The hybrid combination of multi-

layer SCM and OFDM can achieve greater data rates compared to a single carrier OFDM 

system. However, the challenge in OFDM is to maintain the orthogonality of the 

subcarrier. OFDM is highly prone to the timing errors and Carrier Frequency Offsets 

(CFO) which is caused mainly due to 1) mismatch between the transmitter and local 

oscillator frequencies at the receiver 2) Phase rotation caused due to Doppler Effect. The 

inaccurate CFO estimation destroys the orthogonality among subcarriers leads to Inter-

Carrier Interference (ICI). Doppler effect is significant in an aeronautical 

communications application, for example, CFO is high as 0.54, at a 2.5GHz   as carrier 

frequency, vehicle speed 120KM/Hr with 1024 subcarriers OFDM system. Hence 

apposite methods are imperative for the successful utilization of OFDM in such a high-

speed environment. In this connection, several methods were proposed in literature such 

as the Successive Interference Cancellation (SIC) method proposed by [7].  In this 

method, at the transmitter for adjacent subcarriers are assigned with opposite symbols 

which are subtracted at the receiver, advanced SIC method, in which phase rotation is 

done before sending is proposed in [8]. To mitigate the ICI, Carrier Frequency 

Offset(CFO) is necessary, CFO estimation using the Maximum Likelihood estimator is 

proposed in[9], which increases the complexity of the receiver with an increase in the 

order of modulation.  Several Kalman filter approaches are proposed in [10] to estimate 

CFO the results obtained were significant. Since CFO is nonlinear, linear approaches 

result in low performance of the OFDM system. EM algorithm proposed in [11] for 

estimation of CFO, exhibit computational complexity at the receiver, due to 

computationally intense detection at the receiver.  

In [12] Particle filter was proposed, however, the particle approaches have 

occasionally particle insolvency (PI) problem. Due to the re-sampling process particle 

insolvency problem arises. In a dynamic system, if the state process noise is small, the PI 

problem increases. However, we can avoid the PI problem by modeling state process 

noise as zero in CFO estimation. 

To estimate the CFO, the Extended Kalman filter is proposed in [13], but the 

computational complexity is more in the Extended Kalman filter, which results in the 

OFDM power inefficient receiver. 

In this paper, the Unscented Kalman filter (UKF) also referred to as sigma point 

Kalman filter (SPKF) is proposed for investigating the performance of the system under 

consideration for the CFO problem [14-15]. UKF varies from CDKF in the calculation of 

sigma points and covariances.  

The paper is structured as follows: the system model is presented in section II, we 

present a state-space model of CFO in SCM-OFDM in section III.  In section IV we 

present a brief explanation of the Extended Kalman filter and outlines UKF using Sigma 

Points and section V the simulation results of the performance of the SCM-OFDM 

system with CFO estimation using UKF are presented and section VI is the conclusion. 

 

2. SYSTEM MODEL 

The serial data stream is divided into L- parallel data stream each layer is separately 

encoded, randomly interleaved and modulated with QPSK modulation. Quadrature phase-

shift keying (QPSK) symbols.   

 

𝑥𝑙
𝐿 = 𝑥𝑟𝑒,𝑗

𝐿 + 𝑖𝑥𝑖𝑚,𝑗
𝐿                                        (1) 

 

 



International Journal of Advanced Science and Technology 

Vol.133 (2019) 

 

 

Copyright ⓒ 2019 NADIA   13 

𝑥𝑙
𝐿 :  QPSK symbol  

The QPSK sequences are linearly superimposed to form xj. 

 

Xj =∑ 𝜌𝑙
𝐿−1
𝑙=0 𝑒𝑗𝜃𝑙xl

L                                                   (2) 

Where 𝜌𝑙  > 0 𝑖𝑠 𝑎𝑛 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑓𝑎𝑐𝑡𝑜𝑟
 

, 𝜃𝑙
(0 ≤ 𝜃𝑙 ≤

𝜋

2
) for layer –l. 

The superimposed symbols are fed to the OFDM modulator point consists of N-point 

Discrete Fourier Transforms (IDFT) unit followed Ng-point Cyclic Prefix(CP) to evade 

Inter Symbol Interference(ISI)[16][17]. The IDFT  

output is collected as vector Di= [ Di(0), Di(1),… Di (N-1)]T. A cyclic prefix is 

appended to Di such that   

 

Di(k) = Di(k + N) for –Ng ≤ k ≤-1. 

Di(k)={
1

√𝑁
∑ 𝑋𝑖(𝑘)𝑒𝑗2𝜋𝑛𝑘/𝑁

,
𝑁−1
𝑛=0 };  k=0,1,…N-1                                           (3) 

 

Where Xi(k) are superimposed modulated data symbols assigned to N subcarriers and 

with Ng as the length of CP, –Ng < n < N-1.  

The SCM-OFDM signal propagates through the multipath channel, the L - tap channel 

impulse response is given by hl(l=0,1,….L-1)T. 

 

The received signal can be articulated as: 

 

yk = 𝑒
𝑗2𝜋𝜖𝑘

𝑁 (∑ 𝐷𝑘−𝑙  ℎ𝑙
𝐿−1
𝑙=0 )    + wk                                          (4) 

 

wk is the AWGN 

′𝜖′  is a normalized carrier frequency offset. Where  ′𝜀′ needs to be estimated, to restore 

the orthogonality in the OFDM symbol. The CFO calculated with fd as the Doppler 

frequency expressed as 

 

fd    =   
𝐶𝑉𝑟𝐹𝑐

𝐶
                                                                                                   (5) 

 

Where vr -the speed of the mobile station, C- the speed of light, 

fc- carrier frequency 

 

𝜖 = 𝑓𝑑 /∆𝑓 = 𝑁𝑓𝑑/𝑓𝑠                                                       (6) 

 

fs is the subcarrier spacing of Di(k).  

 

3. DYNAMIC STATE SPACE MODEL OF CFO 

In slow time-varying channel carrier frequency offset is considered as constant for 

OFDM symbol duration. 
The state and measurement equations for dynamic state system are as follows: 

ak = sk[ak-1] + uk,                                                                                                                       (7) 

yk= fk [ak]+wk                                                                                                                                             (8) 
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Where fk(.) is the observation function a, sk(.) is the state transition function, uk and wk 

is the process noise and measurement noise respectively. Corresponding state and 

measurement equations are: 

𝜖𝑘=𝜖𝑘−1              (9) 

yk = fk(ε) +wk             (10) 

fk(ε)=e
j2πkϵ

N ∑ ak−1hl
L−1
l=0          (11) 

Where 𝜀 the normalized CFO and wk is additive noise. UKF estimates ak in succession 

from the observed measurement yk. 

Another popular Kalman filter EKF propagates the Gaussian Random Variable (GRV) 

with the first-order linearization of non-linear equation (11) through the system dynamics 

[18-19]. The evaluation of mean and covariance matrices of GRV using EKF leads to 

errors when the first-order approximation used. In UKF Gaussian distribution is 

approximated with state distribution by a set of sigma points. Hence we propose the UKF 

for better convergence and higher accuracy in CFO estimation. 

 

4. A) EXTENDED KALMAN FILTER 

The Kalman filter is a recursive estimator, computes the estimate of the current state 

based on the knowledge of previously estimated state and current measurement. 

The dynamic state model for the CFO in vector form is represented as follow: 

 

ε(n) = ε(n-1) +u(n)                                                  (12) 

 

 ‘ε’ is the normalized CFO and u(n) is a Gaussian process with mean equals to zero 

and variance equals to 𝜎2 . The extended Kalman filter minimizes and measurement 

noises. 

The EKF equations are as follows:  

Time update:  

𝜖 (n) = 𝜖 (n-1) +u (n)                                          

𝜖 ̂(n|n-1) =  𝜖 ̂(n-1|n-1)                 (13) 

P(n|n-1) =P(n-1|n-1)+ 𝜎2                (14) 

Measurement update: 

𝜖 ̂(n|n)= 𝜖 ̂(n|n-1) +K(n)(R(n)-(𝜖 ̂(n|n-1))                       (15) 

P(n|n) = [1-K(n)]P(n|n-1)                           (16) 

Kalman gain is given by 

K(n)=P(n)[P(n)+1]-1                    (17) 

 

Where ‘K’ is Kalman gain, P(n|n-1) and P(n|n)  prior and posterior MSE  ′𝜖′ 

normalized CFO to be estimated. 

 

4. B) SIGMA POINTED KALMAN FILTER: 

The gain and error variance from (9) and (10) are related as follows: 
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Let  𝜌 = 1 be the length of the state vector.   

Pi(n+1| n) = Pi(n|n) +𝜎𝑤
2                            (18) 

Pi(n|n) =Pi(n|n-1) – Ki(n) 𝑃𝑖
𝑟(𝑛) 𝐾𝑖

∗(n)                                                                         (19) 

Where  

𝐾𝑖(𝑛) = {𝑃𝑖
𝑒𝑟(𝑛)}{𝑃𝑖

𝑟(𝑛)}-1                                                          (20) 

𝐾𝑖  is the gain of the UKF filter, 𝑃𝑖
𝑒𝑟(𝑛) is the covariance between the state prediction 

error and innovation.  

𝑟𝑖  ̌(𝑛) = 𝑟𝑖(𝑛) − �̂�𝑖(n),                                         (21) 

where �̂�𝑖(n) =�̂�𝑖(𝑛)  

𝑋𝑖(𝑛|𝑛 − 1) = [𝑋0,𝑖 (𝑛|𝑛 − 1)  𝑋1,𝑖  (𝑛|𝑛 − 1)   𝑋2,𝑖 (𝑛|𝑛 − 1)] 

   =[𝜖�̂� (𝑛 − 1)   𝜖�̂� (𝑛 − 1) + 𝜇√𝑃𝑖(𝑛 − 1) 𝜖�̂� (𝑛 − 1) − 𝜇√𝑃𝑖(𝑛 − 1)  ]                    (22) 

Where 𝜇 = √1 + 𝑘, 𝑘 = 𝛼2 − 1 and   10-3≤ 𝛼 ≤ 1 

𝜖�̂�(𝑛|𝑛 − 1) = ∑ 𝑤𝑛𝑋𝑛,𝑖
2
𝑛=0 (𝑛|𝑛 − 1)                                                                             (23) 

Where 𝑤0 = 𝑘/(1 − 𝑘) and  𝑤𝑛=1/[2(1+ 𝑘)] 

The sigma points are propagated to nonlinear function eq. (11) and rewritten as follows 

Yi(n|n-1) = 𝑓{𝑋𝑖(𝑛|𝑛 − 1)}                                                                             (24) 

The measurement update in time: 

�̂�𝑖(n) =∑ 𝑤𝑛 
2
𝑛=0 𝑌𝑛,𝑖(𝑛|𝑛 − 1)                                                              (25) 

The sigma points are promulgated to nonlinear function(eq(11))is  rewritten as follows 

 

Yi(n|n-1) = 𝑓{𝑋𝑖(𝑛|𝑛 − 1)}                                              (26) 

 

The measurement update in time: 

 

�̂�𝑖(n) =∑ 𝑤𝑛 
2
𝑛=0 𝑌𝑛,𝑖(𝑛|𝑛 − 1)                               (27) 

 

𝜖�̂�(𝑛|𝑛) = 𝜖�̂�(𝑛|𝑛 − 1) + 𝑅𝑒(𝐾𝑖(𝑛){𝑟𝑖(𝑛) − �̂�𝑖(𝑛)})                                                      (28) 
 

5. SIMULATION 

The SCM-OFDM system is simulated with 12 subcarriers,  

Ng =128(the number of a cyclic prefix). Carrier frequency fc=2.5GHz and channel 

bandwidth B=10MHz. For simulation normalized CFO due to Doppler Effect and user 

movement is considered. For simulation Rayleigh channel is considered, BPSK is used to 

modulate the information bits in each of the SCM layers. We assume the CFO and 

channel estimation have been performed on the preamble. The sigma pointed Kalman 

filter aims at estimating the CFOs for the SCM-OFDM symbol. We carried out the testing 

of the SCM-OFDM system for estimating CFO with SPKF and EKF. 

The results showed in figure 3, Sigma pointed Kalman filter is tracking the CFO better 

than the Extended Kalman filter. According to figure 1. Sigma pointed Kalman filter is 

accurately estimating the CFO than the Extended Kalman filter. 
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The percentage of error in estimating CFO using EKF is 11.01% whereas using SPKF 

is 0.24%. There is a significant reduction in error. Hence proposed novel scheme proves 

to be a powerful scheme to increase throughput by reducing BER. 

The CFO effect on OFDM and SCM-OFDM without Kalman filters estimation is 

shown in figure 2. The result shows that the performance of the OFDM system is 

degraded. At the SNR 5dB using SPKF 4.76% of BER reduction is achieved on the 

SCM-OFDM scheme.  Hence data rate is also increased by an amount of 1.14% 

compared to using EKF on the SCM-OFDM system. 

 

 

Fig. 1   Comparison of Sigma point Kalman Filter and Extended Kalman Filter for CFO 

estimation over normalized CFO =0.3 in the SCM-OFDM system. 

 

Fig. 2   Performance of OFDM and SCM-OFDM  system without CFO estimation 
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Table I. Error variance for EKF and SPKF with SCM-OFDM for CFO estimation 

 

 

 

 

 

 

 

 

Fig. 3   BER performance using SPKF and EKF in the SCM-OFDM system 

Figure 3 represents the SNR Vs BER performance of EKF and SPKF for normalized 

CFO estimation and correction for the SCM-OFDM system. The SPKF outperforms the 

EKF in BER reduction and thereby increasing the data rate and throughput by 1.14% 

compared to using EKF for estimating CFO with SCM-OFDM system 

Table I presents the error variance of EKF and UKF, column A refers to the difference 

between theoretical BER and BER using SPKF and is defined as follows: 

 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑠𝑖 − �̂�)2                                         

𝑁

𝑖=1

                                (29) 

 

Si refers to the estimation at each step and �̂� is the true value. From Table I it is evident 

that sigma point Kalman filter performance is superior with the smallest estimation error. 

 

6. CONCLUSION 

The Superposition Coded Modulation –OFDM system is simulated with sigma pointed 

Kalman filter for estimating normalized CFO the results show that compared to the 

Extended Kalman filter, the performance of SPKF improved under time-varying channel 

with Doppler Effect. SPKF is suitable for the nonlinear environment. There is an 

improvement in data rate due to SPKF compare to EKF. The proposed scheme estimates 

Eb/No 

(dB) 

Theoretical 

BER 

BER 

(EKF) 

BER 

(SPKF) 

% 

A  

0 1.464X 10-1 0.769X10-

1 

1.05628X

10-1 

40 

5 6.418X10-2 6.96X10-2 6.23X10-2 18.8 

10 2.327X10-2 5.49X10-2 4.3X10-2 200 
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the CFO nonlinearities and corrects the same. CFO estimation for SCM-OFDM system is 

imperative for the next generation communication technologies. As the next generation 

technology demands high data rates with a better quality of service. 

Future scope: The performance of the SCM-OFDM system will be compared with the 

MIMO-OFDM system. 
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A B S T R A C T

The Si20Te80-xSnx (1 ≤ x ≤ 7) glasses are synthesized using melt quenching technique. Result of X-ray dif-
fraction (XRD) exhibits the non-crystallinity of the prepared samples. Depending on applied on state current, the
synthesized Si20Te80-xSnx (1 ≤ x ≤ 7) samples show both threshold and memory type of behavior. The com-
position dependence of threshold voltage (Vth) displays a decrease in the Vth values. Further the composition and
morphological studies are carried out using Energy Dispersive X-ray analysis (EDAX) and Electron microscopy
(SEM). The differential scanning calorimetry (DSC) is used for crystalline peak studies. Using DSC, the crys-
tallization temperature (Tc) of representative glass samples are found. The crystalline peak studies are carried
out by annealing representative samples at their respective Tc for two hours to find different phases present in
the samples. The SET-RESET studies are performed to find the applicability of the given material in phase change
memory (PCM) applications.

1. Introduction

At the beginning of 1968, Ovshinsky noticed a reversible electrical
switching process in chalcogenide glasses (ChG) [1]. The ChG are sui-
table for many applications such as waveguides, energy, photonic,
switches, thermoelectric, sensors, media and phase change memory
(PCM) devices [2–9] . PCM has unique property which represents the
logic ‘1’ in crystalline phase and logic ‘0’ in amorphous phase. The
group 16 element of periodic table namely selenium, sulphur and tell-
urium (Te) are used for preparing ChG. The advantages of PCM over
flash technologies are high durability, less read/write time, better
scalability, non-volatile, high retention rate and less expensive [10].
The PCM materials shows high resistance when it is in amorphous state,
and the material state can be transformed into low resistance by ap-
plying a suitable electric field. The logic ‘1’ and logic ‘0’ are considered
as crystalline and amorphous phase respectively in PCM application
[11]. From past three decades most of the researchers are working on
Te-based or metal doped Ge-Te ChG such as Ge-Te, As-Te, Ga-Te, Si-Te,
In-Te, Ge-Te [12–16] and Ge-Te-Sn, Ge-Te-Ag, Ge-Te-Cu and Ge-As-Te
[17–20] respectively for their potential use in memory applications.
Meanwhile, numerous research are carried out on binary and ternary
silicon (Si) based ChG such as, Si-Te, Si-Te-Bi, Si-Te-Cu, Si-Te-Ge, As-Te-
Si, Si-Te-Ge, Si-Te-In, Si-Te-Sb [21–28], which are found to be memory
switching chalcogenides. Two types of switching are possible in ChG, (i)

Threshold switching and (ii) Memory switching. Memory type of elec-
trical switching is a reversible process, which comprises a morpholo-
gical change (amorphous-crystalline); samples retain its original phase
even after removing applied electric field; whereas, the threshold
switching mechanism is irreversible and does not contain a morpho-
logical changeover even after the removing of the applied electric field
[1, 29]. Although the electrical switching trials of PCM have been un-
derway over past few decades, still flash technology is dominating the
semiconductor industry [30]. The scientists are working to replace flash
technology with PCM technology which is well-suitable with CMOS
technology. The investigation of switching mechanisms has wide scope
to understand and to identify the materials that might be suitable for
PCM applications using switching studies [9]. In this current work, for
the composition Si20Te80-xSnx, I-V characteristics, SET-RESET and
structural studies are carried out over the range (1 ≤ x ≤ 7) to de-
termine the materials suitability for PCM applications. Studies are also
undertaken in thermally crystallized samples to interpret the effect of
Sn doping on switching voltages and crystalline phases.

2. Experimental details

Conventional melt quenching method is used for preparing Si20Te80-
xSnx (1 ≤ x ≤ 7) samples. 99.9999 percent pure Si, Sn and Te elements
are measured in a suitable quantity via a balance meter and loaded in
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quartz ampoules those are washed with soap solution, water and
acetone. The samples containing quartz ampoules are sealed at 10−6

mbar. The closed ampoules are positioned in the centre of a rotating
furnace at the elevated temperature and the furnace temperature is
augmented by 100°C each 60 minutes until it hits 1100 °C. For absolute
homogenization of melt, each ampoule is kept within the furnace in
rotating condition at 1100 °C for 24 hours after reaching optimal
temperature. In a bucket of water which is ice-cold (< 0 °C) and sodium
hydroxide (NaOH) blend, the ampoules are quenched to obtain the bulk
ingots of the samples. The XRD (PANalytical X'Pert3 Powder X-ray
diffractometer) proves the amorphous nature of bulk ingots. The bulk
ingots are treated with sandpaper to obtain a thickness of ~ 0.3 mm to
carry out electrical characterization and the samples are placed be-
tween plane plate bottom electrode and a top electrode of a custom-
built probe station capable of moving in X, Y, Z directions. Using a
Keithley 2410c source measurement unit, which is programmable and
controlled by LabVIEW 7, the current-voltage (I-V) characterization is
executed. The source measurement unit is capable of supplying a peak
voltage of 1100 V and current between 50 pA and 1.05 A. For each
sample, I–V characteristics were reiterated for four times and char-
acteristics are found to be reproducible within± 5V. Typical error in
the measurement of switching voltages is within± 5 V. Errors are es-
timated using the method of standard deviation and the corresponding
error bars are included in the figures. Using VEGA3 TESCAN, scanning
electron microscopy (SEM) and Energy Dispersive X-ray analysis
(EDAX) experiments are carried out to monitor morphological mod-
ifications in the samples during switching and elemental composition of
materials. Mettler Toledo Differential Scanning Calorimeter is used to
perform DSC studies on representative Si20Te80-xSnx (1 ≤ x ≤ 7) bulk
specimens. The crystallization peak studies are carried out on re-
presentative Si20Te79Sn1, Si20Te77Sn3 and Si20Te75Sn5 samples. These
samples are sealed under vacuum and annealed for two hours at their
respective Tc. Then the XRD studies are performed on the annealed
samples to comprehend the crystalline phases present in these samples.

3. Results

3.1. XRD and EDAX analysis of the Si20Te80-xSnx (1 ≤ x ≤ 7) glasses

The XRD of the Si20Te80-xSnx (1 ≤ x ≤ 7) bulk glasses are shown in
Fig. 1. It is observed from Fig. 1 that there are no sharp peaks visible
and hence, it confirms the amorphous nature of as prepared samples.

EDAX analysis is carried out to find the stochiometric ratio of the
quenched samples which confirms the existence of all constituent ele-
ments and, they closely match with their stoichiometric values. Fig. 2
and Table 1 shows the EDAX pattern and composition of the different
constituent elements in as-prepared bulk samples. It can be seen that
the sample composition closely matches to the composition of the ori-
ginal material, Si20Te79Sn1 bulk sample.

3.2. Switching studies in Si20Te80-xSnx (1 ≤ x ≤ 7) bulk samples

The mechanism of memory and threshold switching depends on
local atomic structures, thermal stability and elemental composition of
materials [31]. ChG memory switching involves local crystallization of
material between two electrodes. Using the Warren's electrothermal
mechanism, the memory switching mechanism is explained [32] and it
is proposed that the current rises abruptly during memory switching
when electric field crosses threshold voltage (Vth), suggesting filling of
defects in the mobility gap of the glasses. Long Te-Te chains in structure
and rapid atomic reorganization accelerate the memory switching [33].
The higher electrical conductivity causes the power dissipation during
memory switching and the materials remains in low resistance state
even after electric field withdrawal, owing to crystallization of the
materials [34]. When charged defect states in material are filled by field
injected charge carriers, the threshold switch is achieved. The threshold
switching has higher structural cross-linking, difficulty in structural
reorganization and a greater energy barrier for crystallization [35, 36].
In this case the high resistive off state is retained even after the with-
drawal of electric field. The electrical switching studies are carried out
on the Si20Te80-xSnx (1 ≤ x ≤ 7) glasses. Fig. 3 displays memory and
threshold switching characteristics of representative Si20Te79Sn1,
Si20Te77Sn3 and Si20Te74Sn6 bulk samples. As seen from Fig. 3(a)
samples are originally at amorphous state (high-resistance OFF state),
but after crossing Vth, the samples switch sharply to crystalline state
(low-resistance ON state). The samples do not return to high resistance
phase even after purging of applied electric field showing memory type
of electrical switching behavior. Fig. 3(b) displays the return of the
sample to the initial high resistance phase after removal of the electric
field, which reflects threshold switching behavior by the samples. The
switching experiments are conducted on four to five specimens of each
composition of Si20Te80-xSnx (1 ≤ x ≤ 7) bulk glasses showing both
memory and threshold type switching with different current values. In
every case switching voltages are reproducible within a voltage dif-
ference of± 4%. The samples are found to display memory type
switching with the currents of the order of 4 mA and above, and
threshold type of switching is observed with less than 4 mA of current.
Based on the percentage of Sn in Si-Te composition, the threshold
voltage range is found to vary from 40 - 155 V in the I-V characteristics
of Si20Te80-xSnx (1 ≤ x ≤ 7) bulk samples for memory switching. An
interesting observation can be made here is that, all the samples ex-
hibited threshold tendency at lower currents (< 4 mA) for few cycles,
but as the on-state current is increased the sample latches on to the
memory state. Similar memory type switching characteristics are re-
ported in Ge-Te-Si [24], As-Te-Si [37] and Si-Te-Sb [38] also. The easy
crystallization and greater electrical conductance are the reasons for
good memory switching in Si-Te glasses [39]. The Si20Te80-xSnx (1 ≤ x
≤ 7) bulk samples contain a large Te chain with Si which is favorable
for memory switching and therefore the obtained memory switching
behavior of these glasses matches with other Si-Te glasses like Si-Te-Sb,
and Si-Te-Bi [19 22, 28].

3.3. Compositional dependence of switching voltages of Si20Te80-xSnx (1 ≤
x ≤ 7) glasses

Fig. 4 displays the composition dependence of Vth for Si20Te80-
xSnx (1 ≤ x ≤ 7) glasses. It has been seen that the Vth (for memory
switching) and the OFF state electrical resistance of the samplesFig. 1. X-ray diffraction spectrum of Si20Te80-xSnx (1 ≤ x ≤ 7) glasses
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decreases with increase in Sn concentration [29]. The composition
dependence of Vth in ChG depends on three factors, namely metallicity
[40], chemical ordering [19], network connectivity and rigidity
[41–43]. The inclusion of metallic dopants contributes to the decrease
in Vth of ChG, as Sn is more metallic compared to Te (ρTe=104 µΩ-cm
and ρSn=11.5 µΩ-cm) [44] and replacing Te with Sn results in a de-
crease in the Vth values. A similar trend in compositional dependence of
switching voltage and off state resistance has been seen in Ge-Te-Sn,
Ge-Te-Bi, Si-Te-Bi, Si-Te-Sb [22, 38, 44–46] glasses. Further Fig. 5 de-
monstrates the dependence of threshold voltage with composition for
threshold switching. From Fig. 5 a decrease of Vth with increasing Sn
concentration is clearly been observed. Normally, the addition of me-
tallic dopants decreases the Vth to a greater extent as seen in As–Te–Cu,
Ge–Se–Tl, As–Te–Tl, and Ge–Se–Sb [34, 35, 38, 47] glasses. The addi-
tion of Sn to Si-Te matrix, results in a decrease in the value of Vth as Sn
resistivity is lower than Te [17]. For a ChG, adding metallic dopants

with four-fold or higher coordination elements like In, Bi etc. increases
the connectivity and rigidity of the network, resulting in an increase in
Vth value [19, 48]. Similarly as Sn is a metallic dopant and it is having
higher coordination number compared to Te (coordination number of
Sn = 4 and coordination number of Te = 2) [49], is likely to increase
the rigidity and network connectivity when doped in Si-Te matrix, and
subsequently increase the Vth in Si20Te80-xSnx (1 ≤ x ≤ 7) bulk glasses.
However, the Fig. 4 shows a decrease in Vth and OFF state resistance
with addition of Sn. Further the conductivity of a sample increases as
resistance decreases, and as the current flowing through the sample
increases, temperature across the channel increases, favouring memory
switching phenomenon. Based on these findings, it can be inferred that
composition dependence of Vth and off state resistance of Si20Te80-
xSnx (1 ≤ x ≤ 7) bulk samples are largely due to the metallicity of Sn
dopant and not for network connectivity. The decrease in Vth and Off
state resistance are also observed in Si-Te-Bi glasses [39, 45]. Typical
error in the measurement of compositional dependence on switching
voltages is within± 5V.

3.4. Crystalline peak studies

The DSC has widely been utilized in enterprises and research for the
determination of glass transition and crystallization temperature, phase
changes, heat capacity, and melting point etc. [50]. DSC is one of the

Fig. 2. EDAX pattern of representative Si20Te79Sn1 bulk sample

Table 1
EDAX report of Si20Te79Sn1 representative bulk sample

Element Weight % Atomic %

SiK 4.81 18.65
SnL 1.34 1.23
TeL 93.85 80.12

Fig. 3. I-V characteristics of representative Si20Te79Sn1, Si20Te77Sn3 and Si20Te74Sn6 bulk samples (a) Memory switching and (b) Threshold switching

K.B. Jagannatha, et al. Journal of Non-Crystalline Solids 544 (2020) 120196

3



calorimetric methods in which the warmth stream rate to the sample is
checked while the temperature of the sample is varied in a predefined
environment at a given rate. Fig. 6 shows the DSC thermogram of re-
presentative Si20Te80-xSnx (x = 3,5) bulk samples. From Fig. 6 it is
observed that DSC thermograms have one endothermic glass transition
temperature (Tg) and three exothermic crystallization temperature Tc
(Tc51, Tc52 and Tc53 for x = 5), there is no well-defined Tc33 for x = 3.
Similar results were observed in Si-Te-Ag glasses also [26]. To find out
the crystalline phases present in Si20Te80-xSnx (x = 3,5) glasses, the
samples are annealed at their respective crystalline temperatures Tc32
(260 oC) and Tc51 (227 °C) for two hours in ampoules which are sealed
at 10−6 mbar. Fig. 7 display the XRD images of as prepared Si20Te77Sn3
and Si20Te75Sn5 glasses which confirm the amorphous nature of the
samples and representative annealed Si20Te77Sn3 and Si20Te75Sn5 bulk
samples.

XRD studies on annealed Si20Te77Sn3 and Si20Te75Sn5 bulk samples
divulge the presence of hexagonal Si1Te2, hexagonal Si2Te3, hexagonal
Te1 and cubic Sn1Te2. There is no finding of ternary phases of Sn.
Majority of the binary phase of Si-Te in Si-Te-Sn samples indicates that
Sn is not actively taking part in network connectivity to a greater

Fig. 4. Composition dependence of threshold voltage (Vth) and OFF State electrical resistance of Si20Te80-xSnx (1 ≤ x ≤ 7) bulk samples for memory switching.

Fig. 5. Composition dependence of threshold voltage (Vth) of Si20Te80-
xSnx (2 ≤ x ≤ 7) bulk samples for threshold switching.

Fig. 6. The DSC thermogram of representative of Si20Te80-xSnx bulk samples
with different Sn concentration(x).

Fig. 7. XRD of representative (a) as-quenched Si20Te77Sn3 (b) as-quenched
Si20Te75Sn5 samples showing amorphous nature (c) Si20Te77Sn3 at 260 oC (Tc32)
and (d) Si20Te75Sn5 at 227 oC (Tc51) annealed for two hours.
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extent, similar results are seen in Si Te Bi [51] Samples.
Sn can form a structural unit in the system as Sn-Sn matrix, if it is

appended to Si-Te network and Sn can remain in parent Si-Te glass
matrix as micro-inclusion. However, Sn can interact with the host
matrix Si-Te and enhance the glass forming ability and network con-
nectivity [52]. As Si and Te are 4-fold and 2-fold coordinated elements
respectively, in the host matrix (Si20Te80) hence Si atoms bonds well
with Te atoms and chalcogenide glassy network is formed primarily by
the Si–Te linkages [17, 39, 53] and the residual Te atoms form a net-
work among themselves (Te-Te). Though adding Sn atoms to Si-Te
networks is expected to change the network, as Sn can bond with Te or
Si as well as with the Si–Te, but Fig. 7 illustrates that Sn atoms are not
bonded with the Si–Te network. This confirms that there is no covalent
bonding of Sn with the Si-Te host matrix; hence network connectivity is
not enhanced due to Sn addition. Similar trend in bonding is seen in Ge-
Te-Sn glasses [44]. For the representative Si20Te79Sn1, Si20Te77Sn3 and
Si20Te75Sn5 samples, Sn-Sn, Te-Te, Si-Si, Sn-Te, and Si–Te bonds are
formed according to bond energy considerations [54]. The bond en-
ergies (D, kJ/mol) are in the following order; D (Sn–Sn) =187.1± 0.3;
D (Te–Te) = 257.6±4.1; D (Si-Si) = 325±7; D (Sn–Te) = 359.8; D
(Si–Te) = 429.2. From Fig. 6, which represents the DSC thermogram it
is evident that, as doping of Sn increases the crystallization temperature
decreases. This result, corelates with the composition dependence of
switching voltages in which, as the doping concentration increases the
threshold switching voltage decreases.

3.5. Set-reset studies in Si20Te80-xSnx (1 ≤ x ≤ 7) bulk samples

The chalcogenide glasses switch quickly and easily between non-
crystalline to crystalline state and vice versa under the submission of
suitable current pulse. When the applied current pulse provides the
required amount of heat for crystallization, then the phase transfor-
mation takes place from amorphous to crystalline which is denoted as
SET process. The SET process is usually attained by applying a long-
term current pulse with less amplitude whereas a higher and sharper
current pulse is used to achieve the RESET process [38]. A triangular
current pulse with a 2.5 mA pulse is applied for SET operation and a
rectangular pulse 10 mA with 10 ms duration to the RESET operation
for Si20Te80-xSnx (1 ≤ x ≤ 7) glasses. This process is carried out for 5-
20 cycles, and all samples of the series have been found to exhibit SET-
RESET repeatedly. The SET–RESET cycles of a representative
Si20Te77Sn3 sample are shown in Fig. 8. During set operation the con-
trolled slow cooling of materials take place due to the gradual reduction
in current with negative ramp pulse [55]. The RESET operation is
achieved using 10 mA rectangular pulses for a short duration of 10 ms.

During RESET operation current dissipates heat quickly to the sur-
rounding areas of the conducting channel of the sample which results in
re-amorphization of the samples [56]

3.6. SEM analysis of Si20Te80-xSnx (1 ≤ x ≤ 7) glasses

To observe the structural changes during switching, SEM analysis is
performed on a representative Si20Te78Sn2 sample. The memory
switching which has thermal origin is performed by passing current
through the sample in the range of 1mA-10mA. The applied current
provides an energy for crystallization and a conducting channel is
formed between top and bottom electrode, which leads material to
switch from non-crystalline to crystalline phase upon application of an
electric field [57]. Morphological studies on memory switching (before
and after switching) are performed on a representative sample to con-
firm structural changes occurred during switching. Fig. 9(a) and (b)
displays the SEM images of unswitched and switched region of
Si20Te78Sn2 sample respectively. It is clearly seen that the unswitched
Si20Te78Sn2 film is smooth with no structural changes. On the other
hand, a morphological variation in SEM picture of switched sample
indicates the phase transformation in the electrode region. The image
distinction in SEM can be attributed to any of the subsequent factors
[58].

i) In ChG, particularly in memory switching, the phenomenon is re-
lated with the local melting and solidification into crystalline state.
This process can result in a relief of the surface that create an image
contrast.

ii) Amorphous to crystalline transition is correlated with spatial to-
pography changes and compaction in the electrode area as the
crystalline state becomes denser than non-crystalline state. The
difference in density of the switched area may subsidize to a distinct
image.

iii) In the electrode region there is a wide variation in the resistance of
the material. Changes in the material conductivity can also be
reason for SEM image contrast.

For Si20Te78Sn2 switched sample, detailed analysis is necessary to
understand the factors accountable for the changes in SEM images.
However, similar results have been obtained earlier during electrical
switching process [39, 58, 59]. It is evident from the pictures that, the
sample has undergone structural phase transformation during
switching. The SEM analysis is further extended by performing
switching at the edge of a representative sample to evident the creation
of crystalline channel like structure in the sample. The channel like
formation has been observed in the SEM image of the sample in which
switching has been carried out at the edge of the sample. Fig. 9(c)
displays formation of channel like structure between two ends of the
electrodes after conducting switching operation at the edge of the
sample. Detail analysis is not done on the formation of crystalline
channel in the representative sample.

4. Conclusions

The conventional melt quenching technique is used for the pre-
paration of Si20Te80-xSnx (1 ≤ x ≤ 7) bulk glasses. The prepared
samples have revealed memory type of switching with the current of
the order of 4mA and above, on the other hand threshold switching is
observed with less than 4 mA of current. The decrease in Vth and off
state resistance with increase in Sn concentration is explained on the
basis of metallicity factor. Crystalline peak studies are performed to
understand the phases present in the sample after memory switching
and the study of annealed samples at respective crystallization tem-
perature reveals the presence of only Si-Te, Sn-Si, and Te-Sn phases and
no ternary phases of Si-Te-Sn is observed. This confirms that there is no
covalent bonding of tin with the Si-Te host matrix; hence networkFig. 8. SET-RESET operations of representative Si20Te77Sn3 bulk sample.
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connectivity is not enhanced due to Sn addition. Switched and un-
switched images of SEM, clearly demonstrate the structural variations
at the place of switching. The change in phase from amorphous to
crystalline and from crystalline to amorphous has been observed in
SET-RESET process for few cycles on Si20Te80-xSnx (1 ≤ x ≤ 7) bulk
glasses which could lead to its application as PCM device.
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A B S T R A C T

Alternating differential scanning calorimetry (ADSC) analysis has been carried out on bulk Si15Te85-xCux
(1 ≤ x ≤ 10) glasses to examine the thermal properties of the glassy samples in detail. The investigations on the
compositional dependence of ΔHNR (non- reversing enthalpy) manifests a trough between the composition
2 ≤ x ≤ 6 which stands as the basis of the presence of Boolchand's Intermediate phase in that range.
Additionally, anomalous behavior has been observed at the compositional dependence of various thermal
parameters at x = 9, which stipulates the appearance of chemical threshold at the stated composition. Annealed
bulk samples have been exposed to XRD studies to discern the type of formed crystalline phases. The study has
reported the manifestation of Te, Si1Te2, Si2Te3, Cu3Te2 phases.

1. Introduction

Chalcogenide glasses being amorphous in nature displays various
fascinating properties of which some are sizably employed in photonic
and electronic devices [1] and stands as a reason for the intense re-
search work on the amorphous glasses [2–6]. A considerable change
can be incorporated in the structures of the amorphous material by
extrinsic factors like light, heat, radiation of electron or the electric
field, because of the presence of metastable states. The change in the
structure of the material appreciably affects its various thermal prop-
erties like glass transition temperature (Tg), crystallization temperature
(Tc) and its rate, optical constants, thermal and electrical conductivity,
chemical activity, etc. Chalcogenides also manifests unusual deviations
in their physical properties at rigidity percolation threshold where the
floppy polymeric glass percolates to rigid amorphous solid, and che-
mical threshold. Investigation of the variation of various properties of
chalcogenides with respect to the composition helps in identifying the
network thresholds on these glasses.

The measurement of latent heats and transformation temperatures
of diverse thermal transformations has been made easy by alternating
or modulated Differential Scanning Calorimetry (ADSC or MDSC).
Through ADSC the total heat flow curve (THF) can be deconvoluted
into two parts - one that trails the variation in temperature and hence is
familiar as reversing heat flow rate (RHF) and the other that is in-
dependent of the modulation in temperature (referred to as non-

reversing heat flow rate (NHF)). The variation of various thermal
parameters with composition such as non-reversing enthalpy change
(ΔHNR), change in specific heat (ΔCp) can be quantified simultaneously
with enhanced sensitivity.

Chalcogenides have enticed appreciable attention because of its
potentiality in PCM application [7]. The PCM works on the basis of
electrical switching [8, 9] which is electro-thermal in nature. Accord-
ingly the thermal attributes like glass formability, thermal stability etc.
are salient for determining the glass for PCM application.

Silicon telluride glasses have proved to be competent acoustic optic
material and are utilized as a memory type switching diode [2, 3].
Incorporation of metal atoms impressively alters the connectivity, ri-
gidity and structure of the network which inevitably alters the electrical
properties namely the switching behavior of the glass [10–12]. The
physical attributes of the glass are affected by the network rigidity and
chemical composition [13]. Different metallic dopant in Si-Te glasses
exhibits various properties and hence its study has gained particular
interest. In this paper the thermal analysis of various variables such as
Tg, thermal stability (ΔT), ΔHNR, ΔCp, with respect to composition for
the Cu doped Si-Te glasses has been presented.

2. Experimental approach

Bulk Si15Te85-xCux (1 ≤ x ≤ 10) glasses have been prepared by
quenching the melt from high temperature. Integrant elements of high
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purity have been taken in quartz ampoules which are evacuated and
sealed at 10−6 mbar. The horizontal rotary furnace houses the sealed
ampoules and has been programmed to heat the ampoule up to 1100 0C
at the rate of 100 0C/h. The ampoules have been kept in continuous
rotation in the furnace for 24 h to maintain the homogeneity of the melt
and have been eventually quenched in ice-water mixed with NaOH. To
perceive the amorphous nature of as-quenched bulk samples X-ray
diffraction has been performed using a PANalytical X'Pert3 Powder X-
ray diffractometer with CuKα radiation in the 2θ range from 10° to 80°
at a rate of 3°/min.

To effectuate thermal studies on Si15Te85-xCux (1 ≤ x≤ 10) glasses,
ADSC experiment using a Mettler Toledo 822e ADSC instrument has
been performed. The ADSC is graded for tau lag, temperature and heat
flow using high purity indium. Two 40 ml aluminum pans are taken
wherein one is kept empty and is considered as reference whereas the
other is sealed with samples of identical thickness. Thermal scans are
consummated in the temperature span of 40 °C to 300 °C at a 3 °C/min
with 1 °C scan amplitude. A modulation period of 1 min is taken for
ADSC scan. Argon with a flow rate of 75 ml/min is employed as the
purge gas. THF can be separated into two parts, the RHF and the NHF;
RHF is analogous to the variations in thermodynamic specific heat on
heating whereas NHF corresponds to the kinetic processes and enthalpy
variations that accompanies the structuring in the glassy network [14].
Typical error in the measurement of thermal parameters in within± 2
°C. Errors are estimated using the method of standard deviation and the
corresponding error bars are included in the figures.

To discern the thermally crystallized phases that would have ap-
peared in the as-prepared sample, the later has been kept in sealed
ampoules and annealed at their respective crystallization temperature
for two hours followed by the diffraction study. Experimental analysis
like EXAFS structural approach, isotopic substitution in neutron dif-
fraction etc. have divulged that the metal impurities are primarily tri-
hedral coordinated in glassy selenides like Ag-As-Se [15], Ge-Se-In [16]
whereas it has been seen to coordinate tetrahedrally in glassy tellurides
like Ag-Ge-Te [17].

3. Results and discussion

The THF curve of the representative Si15Te85-xCux (1 ≤ x ≤ 10)
glasses showing the regions of Tg and Tc is shown in Fig. 1. The THF
curves of Si15Te85-xCux where x is 2, 4, 6 display one endothermic glass
transition peak and three prominent exothermic crystalline peaks sti-
pulates that percolation of stable structural phases of Si-Te-Cu glasses
occurs at different temperatures. However Si15Te77Cu8 and

Si15Te75Cu10 show only two crystalline peaks.
In almost all the chalcogenide systems, it has been seen that the

coordination numbers of Si and Te follows the Mott's 8-N theory, where
N is the number of electrons in the valence shell. Accordingly in the
present Si-Te-Cu system the coordination number of Si and Te is pre-
sumed to be 4 and 2 respectively. Hypothetically, it is difficult to design
amorphous semiconductors because of the interatomic associations that
are in turn accountable for short range orders. Authors on the basis of
RDF (Radial Atomic Distribution) studies propose that copper is tetra-
hedrally coordinated in chalcogenide glasses. The analysis of the EXAFS
spectrum reveals the existence of four coordination numbers in copper
[18], a number which has been observed in the other systems of copper
such as CuFeS [19], Cu3AsS4 [19], and CuAsI [20]. For the current
work, tetra coordinated copper has been presumed, gaining the re-
quisite electrons for the sp3 hybridation of certain tellurium atoms. The
rigidity percolation model also indicates that the coordination number
of Cu is 4 to explain the increasing glass forming ability [21]. Using
coordination number of 4, 2, 4 for Si, Te and Cu respectively, the
average coordination number (<r>) for a specific composition can be
deduced using the following formula:

=
+ − +r r1Si(15) r2Te(85 x) r3Cu(x)

100 (1)

In case of Si15Te85-xCux (1 ≤ x ≤ 10) samples the probable bonds
emerged in the system as per the bond energy consideration are Si-Te,
Si-Si, Te-Te, Te-Cu and Cu-Cu. The bond energies (D) in KJ/mol in
decreasing order are D(Si-Te) = 429.2; D(Si-Si) = 310; D(Te-
Te) = 257.6 ± 4.1; D(Te-Cu) = 230.5 ± 14.6; D(Cu-Cu) = 201 [20].
The illustration by Bicerano and Ovshinsky [21] on chemical bond
approach explains the formation of structural lattice in chalcogenides.
Thence, in a chalcogenide network the building of bonds follows the
order of declining bond energies before all the unoccupied valencies are
filled. Additionally atoms tend to bind more emphatically with atoms of
dissimilar one rather than of the same type. In Si15Te85 glass, the Si
being 4- fold coordinated pairs with Te atoms which is 2- fold co-
ordinated as the bond energy between Si-Te is highest and thus the
glassy network is embraced by the Si-Te links. After the formation of Si-
Te bonds, the remaining Te atoms combine among themselves to form a
network. A crystallization study on Si20Te80 glasses [22] affirms this
conjecture, where the formation of crystalline phases: Te and SiTe2 on
thermal devitrification has been revealed. Furthermore, a modification
to the existing network can be expected by the addition of copper atoms
which is 4- fold coordinated to Si15Te85 matrix by replacing Te atoms as
copper atom can pair with Te atoms and also with Si-Te backbone. The
X-ray diffraction (XRD) of crystallized Si-Te-Cu sample shown in Fig. 2
divulges that the phases which have crystallized out at Tc1, Tc2 and Tc3

are: Hexagonal Te with the unit cell defined by a = b = 4.454 Å,
c = 5.924 Å; tetragonal Cu3Te2 with unit cell of a = b = 3.98 Å and
c = 6.55 Å; hexagonal Si2Te3 with unit cell specified by
a = b = 7.429 Å, c = 13.471 Å and Si1Te2. Thus Cu atoms bond with
Te atoms leading to an intensification in network connectivity in the
system.

Network entropy which is analogous to network connectivity, ri-
gidity etc. is the factor which helps in determining the reason behind
the variation of thermal variables with composition of chalcogenide
glasses. Additionally, the abrupt change in the characteristic of thermal
variables with respect to composition can be related with topological
thresholds.

Fig. 3 shows the variation of Tg with composition for Si15Te85-xCux
(1 ≤ x ≤ 10) glasses. As seen, Tg decreases initially up to the com-
position range of x ≤ 2 and further followed by continuous increase.
The compositional dependence of Tg of glasses is used to ascertain the
network connectivity. An increment in Tg normally signifies strength-
ening of network connection [23] whereas a saturation or decrease in
Tg signals to the phase segmentation because of the separation of
homopolar bonds [24]. The initial decline in Tg of Si15Te85-xCux glassesFig. 1. ADSC THF curves of selected Si15Te85-xCux (1 ≤ x ≤ 10) glasses.
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in the composition radius of 1 ≤ x ≤ 2 can be attributed to the se-
paration of homopolar Te-Te bonds in Si-Te-Cu network. An increase in
Tg is marked from x = 2 which indicates that the copper atoms com-
bines with the Te-Te matrix in a particular fashion resulting in the
development of Cu-Te network.

An anomaly in different properties normally points out the perco-
lation threshold of the glass howbeit the precise feature of variation
rests on the property under analysis and equally differs with system.
Glasses containing tellurium such as Ge–Te [25], Si–Te [26], etc., ex-
hibits a minimal value in Tg at the stiffness threshold, while the
amorphous selenides such as Ge–In–Se [27], Ge–Ga–Se [28], etc., ex-
hibits a change in slope. It can be noticed from the compositional de-
pendence of Tg (Fig. 3) in Si-Te-Cu system that the stiffness threshold
corresponds to a minimum value thus manifesting a congruent behavior
as in other telluride. Covalency of the constituents, size of the atom,

metallicity of the additive, etc. are some of the factors responsible for
determining the specific nature of peculiarity perceived in a certain
property at the mechanical threshold.

A similar trend is discerned in the compositional dependence of first
crystallization temperature (Tc1) of Si15Te85-xCux (1 ≤ x ≤ 10) system,
as shown in Fig. 4. As can be seen the curve marks a steep increase in
Tc1 in the range of 2 ≤ x ≤ 6 after which it saturates. Tc3 has the same
pattern as Tc1 with insertion of copper. The crystallization of binary and
ternary telluride glasses at Tc1 typically marks the precipitation of Te,
resulting in the disintegration of Te-Te chains. As a result of this pro-
cedure a glassy residue containing elements of higher coordination is
obtained which is categorized by the higher Tg than the parent glass
[26, 29]. The reduction in the Te-Te bonds of lower energy
(257.6 ± 4.1 KJ/mol) and the increase in the Si-Te bonds of higher
energy (429.2 KJ/mol) makes the precipitation of Te more adverse and
inevitably leads to an augmentation in Tc1 with the insertion of Cu.

The contrast between Tc and Tg denoted by “ΔT” highlights the

Fig. 2. XRD pattern of (a) as-prepared Si15Te84Cu1 glass showing amorphous
nature; (b) Si15Te83Cu2 glass at Tc1; (c) Si15Te83Cu2 glass at Tc2; (d) Si15Te79Cu6
glass at Tc3.

Fig. 3. The variation of glass transition temperature (Tg) of Si15Te85-xCux
(1 ≤ x ≤ 10) samples with Cu composition and average coordination number.
The line connecting the points, is used as a guide to the eye.

Fig. 4. The compositional dependence of (a) Tc3 and (b) Tc1 of Si15Te85-xCux
(1 ≤ x ≤ 10) glasses. The line connecting the points, is used as a guide to the
eye.
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propensity of the system towards crystallization [30]. More the dis-
similarity less is the propensity towards crystallization. Moreover, the
glass forming ability (GFA) in chalcogenide systems has been found to
have direct proportional relationship with the difference between Tc

and Tg. Fig. 5 shows the glass forming ability also known as thermal
stability of the Si15Te85-xCux (1 ≤ x ≤ 10) samples. As seen from the
figure, ΔT increases with copper insertion in the compass of 2 ≤ x ≤ 6,
which stipulates that the network connectivity and accordingly the
network rigidity of Si15Te85-xCux increases in the range of 2 ≤ x ≤ 6.

The glassy systems which are covalently bonded are seen to be re-
strained by bond stretching and bond bending forces. At an average
coordination number of 2.40, the glassy system attains a critical point
wherein the constraints per atom and degrees of freedom of the net-
work become equal [31, 32]. Rigidity of the network percolates and the
material experiences a change from floppy polymeric glass to rigid
amorphous solid at the stiffness threshold. The stiffness threshold is also
synonym as rigidity percolation or mechanical threshold. The stiffness
threshold at 〈r〉 = 2.40 is seen in the following binary systems like Si-
Te [33], Ge-Se [34] and ternary systems like Al-As-Te [35], Ge-Se-Te
[36] etc. Further, Tanaka reported that the systems having medium
range interactions the stiffness threshold shifts to different average
coordination number [37]. Prudent research and analysis have revealed
that in some glassy systems the stiffness threshold compasses over a
broad composition span [38–40]. These systems are found to transit
from floppy polymeric phase to an isostatically rigid phase and from an
isostatically rigid to a stressed rigid phase or in other words these types
of systems display two stiffness transitions. The intermediate iso-
statically rigid phase are seen to be comprised of the glass composition
which are self-organized, near-ideal and stress-free [38, 39]. Theore-
tical estimations using techniques such as graph theory, constraint
counting, cluster approximations show the presence of “intermediate
phase – IP” (familiar as Boolchand IP) in many chalcogenide systems
[41]. ΔHNR abbreviated for non-reversing enthalpy measures the latent
heat between the glass and its corresponding melt and also quantifies in
the glass transition area, the enthalpy required for composure of the
glass structure. Moreover, the configurational contrast of the glass and
the liquid is evident from the compositional dependence of ΔHNR. In the
IP it is interesting to find that the ΔHNR of the glasses almost vanishes
[38, 39], leading to the conclusion that in the IP both the liquid and the
glass structures look similar and hence are stress free. This study reveals

a fascinating result about the compositional dependence of ΔHNR as
shown in Fig. 6, which stipulates that ΔHNR does not vary much in the
composition range of 1 ≤ x ≤ 2. Howbeit a decline is noticed in ΔHNR

at x ≥ 2 followed by the formation of a trough in the compositional
span of 2 ≤ x ≤ 6, and this clearly stipulates the presence of IP in the
span of 2 ≤ x ≤ 6. Specific group of phase change glasses for instance
Ge-Te-Si, Si-Te-In, etc. [42, 43] exhibits reversibility window in certain
composition. Especially Si15Te85-xInx glasses are noticed to have IP in
the average coordination span 〈r〉 = 2.32 to 2.50, wherein the width
(Δr) and the centroid of the IP are 0.18 and 2.41 respectively [43];
whereas in Si15Te85-xAgx system the IP is not seen [44]. The structure of
the glass is responsible for shaping the compositional width and cen-
troid of the rigidity gradation; the breadth of the IP practically vanishes
in certain networks showcasing a perfect accordance with the extended
constraint theory [45]. IP region, IP width and the centroid of the
present ternary system (Si15Te85-xCux) has been found to be 2.32 to
2.50, 0.18 and 2.41 respectively which is similar to Si15Te85-xInx
glasses.

The variation of density with the addition of Cu and also with
average coordination number is displayed in Fig. 7. In spite the atomic
weight of copper (63.546 amu) is less than Te (127.6 amu), the sub-
stitution of Te with copper intensifies the density primarily. Howbeit,
the density increases with the Cu composition along with the plateau
seen in the composition range of 3 ≤ x ≤ 6. Literature specifies that
molar volume manifests a minimum or a maximum is exhibited by
molar density in the region related to Boolchand's IP [46]. The wide
maximum exhibited by the density versus composition graph of
Si15Te85−xCux glasses highlights the thermally reversing window in this
chalcogenide glass.

The change in specific heat (ΔCp) at glass transition with the in-
sertion of copper is shown in Fig. 8. As seen ΔCp jumps and exhibits a
minimum at x = 2 (<r> = 2.34). Some glasses when subjected to
ADSC have shown a minimum value of ΔCp at the stiffness threshold
[47]. The resilience of the glass structure can be defined in terms of the
specific heat of the glass; a system which shows strong reluctance for
network reformation at Tg can have least value for ΔCp at the rigidity
percolation threshold [30, 31].

Chemically Ordered Random Network (COCRN) model [48] pro-
poses that at a certain critical composition (referred as chemical
threshold) of chalcogenide system, the hetero-polar bonds are only seen

Fig. 5. The compositional dependence of ΔT = Tc1-Tg of Si15Te85-xCux
(1 ≤ x ≤ 10) glasses. The line connecting the points, is used as a guide to the
eye.

Fig. 6. Variation of non-reversing heat flow (ΔHNR) of Si15Te85-xCux
(1 ≤ x ≤ 10) glasses with composition (x) and average coordination number.
The line connecting the points, is used as a guide to the eye.
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to exist. At chemical threshold the glass is anticipated to show max-
imum chemical organization and is also marked by incongruous var-
iations [34]. Although the chemical threshold is supposed to ensue at
the mean coordination number of 2.67 however it is seen that chemical
threshold of distinct chalcogenide systems varies and eventuates at
different coordination number [49, 50]. In Si-Te-Cu glasses, a dip in Tg

and Tc1 has been observed at the composition (x) = 9, (Figs. 3 and 4)
which can be credibly categorized as chemical threshold of this glasses.
The structural network of the glass at the chemical threshold is known
to be of paramount order, hence close to crystalline state. A minimal
value is seen for molar density (Fig. 7) at the chemical threshold which
implicates the existence of the network in least restrained state favor-
able for structural reorganization. Consequently, the driving forces and
energy barrier essential for crystallization of the ordered glass are low.
Hence the dip in Tg and Tc indicates the manifestation of chemical
threshold at x = 9. It also supports the theoretical predictions which

propose a minimum in GFA at the chemical threshold.
An intriguing fact that can be highlighted is that the appearance of

IP in Si15Te85-xCux glass is noticed in the composition versus ΔHNR

characteristic while the variance of Tc and ΔCp with composition
manifests only the effect of rigidity percolation threshold. Customarily,
in glasses the appearance of IP is noticed in the variation of attributes
like thermal diffusivity [51], ΔHNR [52, 39], photo response [53] with
composition, howbeit attributes like electrical switching voltage [54],
Tc [55], etc., manifests solely the effect of rigidity percolation
threshold.

4. Conclusion

The ADSC studies on Si15Te85-xCux (1 ≤ x ≤ 10) glasses stipulate
that the glasses constitute of distinct phases which are stable and per-
colate at different crystallization temperature. The variation of various
thermal parameters like Tg, Tc1, Tc3 with Cu composition indicates an
initial decline in the composition till x ≤ 2 followed by a sustained
increment in the range of 2 ≤ x ≤ 6 indicating a better network
connectivity in this region. The ΔCp at Tg with composition manifests
the presence of rigidity percolation threshold at x = 2. Also the com-
positional dependence of thermal stability reveals that the glasses in the
span of 2 ≤ x ≤ 6 are thermally more stable. The ΔHNR manifests a
trough between the composition 2 ≤ x ≤ 6, which distinctly stipulates
the existence of intermediate phase in the composition range. The
variation of density with composition shows the signature of mean field
threshold. The anomalous behavior seen in thermal parameters at x=9
denotes the existence of chemical threshold for these glasses. In short,
the study has helped in revealing the existence of intermediate phase in
the range which is the most stable composition and also the existence of
chemical threshold. These studies will help to correlate and analyze the
results of other studies like electrical switching studies for the other
series of glasses.
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Abstract – A smart city is the future goal to have cleaner and better amenities for the society. Smart underground 
infrastructure is an important feature to be considered while implementing a smart city. Drainage system monitoring plays a 
vital role in keeping the city clean and healthy. Since manual monitoring is incompetent, this leads to slow handling of 
problems in drainage and consumes more time to solve. To mitigate all these issues, the system using a wireless sensor 
network, consisting of sensor nodes is designed. The proposed system is low cost, low maintenance, IoT based real time which 
alerts the managing station through an email when any manhole crosses its threshold values. This system reduces the death 
risk of manual scavengers who clean the underground drainage and also benefits the public. 

Key Words- Smart underground, Drainage system monitoring, wireless sensor network, low cost. 

1. INTRODUCTION 

An integral part of any drainage system is the access points into it when it comes to cleaning, clearing, and inspection. 
Metropolitan cities have adopted underground drainage system and the city’s municipal corporation must maintain its 
cleanliness. If the sewage maintenance is not proper, ground water gets contaminated causing infectious diseases. 
Blockages in drains during monsoon season, causes problems in the routine of the public. Hence, there should be a facility 
in the city’s corporation, which alerts the officials about blockages in sewers, their exact location and also if the manhole 
lid is open automatically. Underground drainage consists of sewage system, gas pipeline network, water pipelines, and 
manholes. Temperature sensors are used to monitor electric power lines that are installed underground. Pressure sensors 
are deployed to avoid manhole explosions due to chemical release and electrical energy. 

Paper [1] represents the implementation and design function of and Underground Drainage and Manhole Monitoring 
System (UDMS) with separate transmitter and receiver models. The vital considerations of this design are low cost, low 
maintenance, fast deployment, and a high number of sensors, long life-time and high quality of service. Paper [2] mainly 
acknowledges in the field of alerting the people about the gas explosion, increase in the water level and the opened lid. It 
uses IoT to make the drainage monitoring system in a highly automotive by using sensor for detecting and sending alerts 
through audible alarms with glowing of LED light and messages via Wi-Fi module to the authorities, storing the data in the 
cloud and displaying the details in the web browser. 

This project overcomes the demerits of paper [1] by detecting drainage water blockage by installing water flow rate 
sensors at the intersection of nodes. When there is a blockage in a particular node, there is variation in the flow of drainage 
water which when cross the set value will display the alert in the managing station. Also demerits of paper [2] are solved 
by detecting temperature variations inside the manhole and alerting the same to the managing station through automatic 
mail. Also, flow rate sensors are used to detect the over flow of the drainage water and alerting the same to the managing 
station through automatic mail. 

So, the main focus of this project is to provide a system which monitors water level, atmospheric temperature, water flow 
and toxic gases. If drainage gets blocked and sewage water overflows, manhole lid opens, it is sensed by the sensors and 
this data is sent to the corresponding managing station via transmitter located in that area. Maintenance of manholes 
manually is tedious and dangerous due to the poor environmental conditions inside. It is, therefore dangerous to go inside 
the manholes for inspection of its current state. To solve all the problems related to underground sanitation, a remote 
alarm system is necessary for transmitting data collected by the sensors set inside the manhole to the managing station. 
This project uses Wireless Sensor Networks (WSN) to implement this system. These nodes are composed of controller, 
memory, transceiver and battery to supply power.  
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        Fig 1a: Manual scavenger clearing blockage in a manhole                              Fig 1b: Sensors embedded 

2. METHODOLOGY 

 

Fig 2. Functional block diagram 

The functional block diagram describes the monitoring of manhole in underground drainage system. Any blockages, rise in 
temperature, explosion due to toxic gases, overflow, manhole lid left open is detected by the sensors. The signals from the 
sensors are fed to the controller, which is programmed to generate alerts. 

In this we use sensors to detect blockage, floods, and gases. The sensors will identify the clogging inside the drainage 
system and will give information about the location and further actions will be taken care by the municipal. This system 
consists of 

2.1 Sensor network 

2. 2 Transmission station 

2.1 Sensor Network 

Sensor Network consists of: 

i. Flow Sensor- YF-S201: Flow sensors are mainly used to measure the quantity or the rate of flow of liquids or 
gases.  We are using it to detect overflow. 

ii. Float horizontal sensor- FSH-01: Float sensor is used to detect the level of water in the system. This can turn on to 
be as a pump, alarm and indicator. We are using it to detect blockages in drainage. 

iii. Temperature sensor-LM35: Temperature sensor is a device used to measure the hotness or coldness of an object. 
We are using this sensor to obtain the temperature underground. 

iv. Ultrasonic sensor-HC-SR04: Ultrasonic detection is most commonly used in industrial applications to detect 
hidden tracks etc. We are using it to detect the opening and closing of lid of manhole.  

v. Gas Sensor-MQ2: MQ2 Gas sensor detects combustible gasses and smoke.  
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2.2 Transmission Station 

This station helps to send signals from sensors. This station consists of Raspberry Pi model B and Arduino Uno which are 
the two microcontrollers that are interfaced. The signals received by the Arduino from the sensors is converted from 
analog signals to digital signals with the help of ADC located in the Arduino board and further is processed and sent to the 
cloud and Raspberry Pi ,takes this as input data. An alert is displayed in the managing station and an email is sent to the 
respective authority. 

3. FLOW CHART 

The working of the whole unit can be explained by using the following flowchart as shown below. 

 

4. PROPOSED SYSTEM 

In the proposed method, development of IoT based drainage and manhole monitoring system is designed. This system 
monitors atmospheric temperature, release of toxic gases, blockages, overflow in drains and manhole lid position. 
Maximum levels are set and sensors keep monitoring the changing conditions. As the levels reach a maximum set point the 
sensors detect and send the signal to controller, where it commands the IoT network to generate alerts to the municipal 
corporation. 

                       

                      Fig 4a. Model of smart city                                                                                          Fig 4b. Experimental setup 
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5. RESULT 

This system detects the blockages and water level in the manhole. It also monitors the continuous water flow rate. With 
the help of sensors temperature, humidity and gas leakage can be identified. The system also informs whether the 
manhole lid is open or closed by using the ultrasonic sensor. 

When a particular sensor reaches the respective threshold level, then that respective value of the sensor will be sent to the 
microcontroller. Microcontroller updates the live values of all the sensors using IoT. If any problem arises in the manhole, 
sensor senses it and sends that information to the microcontroller. Furthermore, the microcontroller sends the signal and 
the exact location of the manhole through IoT to the managing station. Then, an automatic mail is sent by Raspberry Pi. 
This alerts the person-in-charge to take the required actions regarding the problem occurring inside the manhole. 

 

Fig 5a. Alerts displayed in the managing station 

 

Fig 5b. Alerts sent through email 

6. CONCLUSION 

Sensor unit automatically senses and updates the live values of the physical parameters like temperature, humidity, water 
level and flow rate, blockages, and manhole cap is open or closed through IoT. This makes the system smart and 
automated. The deployment of Wireless Sensor Networks (WSN), helps in the implementation of the Smart cities in a 
developing countries. This WSN can also be useful in designing of environmental monitoring systems, which helps in 
monitoring of volcanic activities, flood detectors and other system. By a small modification in the implementation, this 
project can be used in agriculture fields or other environmental fields to monitor and control the systems. 

In future, Smart cities infrastructure could be modified for intelligent communication and management of traffic signals, 
street lights, transit applications, active lanes, and so on. With the integration of smart devices in a city infrastructure can 
makes life in a city a lot easier. Also further by using PLC controller and SCADA systems, drainage water can be controlled, 
monitored and also this water can be used to irrigate plants, clean toilets, etc. This PLC and SCADA systems can be used as 
a treatment system for drainage water. Primarily, PLC controls the process of sewage treatment plant and SCADA is a 
remote terminal unit, which monitors and controls the entire area. 
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A B S T R A C T   

Earth abundant, nontoxic Cu2SnS3 (CTS) thin films are prepared using low-cost ultrasonic spray 
pyrolysis (USP) technique by varying different copper (Cu) precursor (copper chloride) concen-
tration. Influence of Cu concentration on the electrical, optical and structural properties of CTS 
thin films are studied. XRD, TEM results confirm the formation of tetragonal structure of CTS 
films with orientation along (112) plane. Raman analysis reconfirms the tetragonal structure of 
CTS thin film and Cu2S secondary phase in films with higher Cu concentration samples. Stoi-
chiometric film is found for 0.025M Cu concentration. XPS and PL studies are also performed. The 
absorption coefficient of CTS films is found to be ~105 cm� 1 and optical bandgap is varying from 
1.32 eV to 1.49 eV. P-type semiconductor nature of the film is found from electrical character-
istics with carrier concentration of ~1021/cm3. The resistivity of the film decreases from 4.6 �
10� 1 to 9.5 � 10� 4 Ω-cm as Cu concentration increases. These properties are suitable for solar cell 
absorber layer. The optimized CTS thin film is used as a photocatalyst and photocatalysis activity 
of methylene blue (MB) dye is examined under visible light irradiation. A significant photo-
degradation (~90%) of MB achieved under 3 h visible light irradiation.   

1. Introduction 

Increasing demands on energy and depletion of non-renewable energy sources at a faster rate give attention to find non-renewable 
energy source. Solar cell is one of the prominent non-renewable energy source. Researchers are given significant attention across the 
world to develop thin film solar cell due to its high absorbance and better photovoltaic performance. Materials like CdTe, CuIn(Se,S)2 
and CuInGaSe2 (CIGS) are used as a solar absorber materials for fabrication of thin film solar cells. A record efficiency of 23.3% is 
achieved using Cd–free CIGS solar cells [1]. However, presence of toxic element and fabrication cost of CIGS solar cells leads to search 
for alternative absorber materials. Among other absorber materials, Cu2ZnSnS4 (CZTS) is a suitable solar absorber and photocatalytic 
material, which can be substitute by existing popular CIGS and CdTe materials [2]. Elements present in CZTS are inexpensive because 
indium (In) is replaced by low cost Zn and Sn, and it is also safe, and made of earth abundant materials. It has high absorption co-
efficient (>104 cm� 1), direct band gap (1.4–1.6eV) and forms a p type semiconductor. Highest solar efficiency of 10% is achieved for 
CZTS thin films obtained from vacuum techniques [3]. The major drawback with CZTS solar cells are formation of single phase 
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crystalline films, composition control of elements and preventing the possible occurrence of binary and ternary secondary phase such 
as Cu2S, SnS2, Sn2S3, Cu2SnS3, Cu3SnS4 and Cu4SnS4 [4]. To overcome these challenges, Chalcogenide based solar cells have been a 
focus of research due to their suitable chemical and physical properties. 

The I-IV-VI group ternary material Cu2SnS3 (CTS) exhibits p type semiconductor, high absorption coefficient (~104 cm� 1), direct 
band gap and earth abundant, makes CTS as a suitable absorber material for solar cell fabrication [5,6]. At higher temperature it 
exhibits isomorphic phase (cubic) and at lower temperatures it shows polymorphic phase (tetragonal, monoclinic, triclinic) [7–9]. CTS 
film’s band gap can be easily varied in the range of 0.9–1.7 eV based on the different crystal formation [10]. Few research groups 
explored new semiconductor material which can be used for degradation of environmental pollutants [11–13]. Mostly, textile, 
chemical, pharmaceutical industries are the main source of these pollutants. Metal-based oxide semiconductors, such as ZnO, TiO2 as a 
photocatalyst, are used to remove organic pollutants [14–19]. The drawback of these materials is wide band gap (more than 3.3eV) and 
sensible under UV light irradiation. But nearly 46% of total solar energy is visible light which cannot be absorbed by these materials 
[20]. CTS has shown a tunable energy band gap that makes it an appropriate candidate for visible light driven photocatalysis [21–23]. 

Researchers have explored both Physical and chemical method to prepare CTS thin films. R Chierchia et al. fabricated solar device 
using sputtering method and reported 3.05% solar efficiency at 520 �C sulfurization temperature [24]. In this work, sulfurization is 
achieved at 520 �C and 560 �C. All samples are showed monoclinic phase with band gap of 0.92eV and they have reported that 
sulfurization temperature has no effect to change the bandgap. Robles et al. made CTS films using co-evaporation method and studies 
the properties of CTS thin films with the influence of Cu/Sn ratio (changes from 0.8 to 1.7) and substrate temperature maintained at 
350 �C and 400 �C [25]. Fernandes et al. studies the effect of sulfurization temperature on the properties of CTS films using DC 
magnetron sputtered techniques. In Sulphur atmosphere films are sulfurized for 10 min and temperature is varied from 350 to 520 �C. 
Tetragonal, cubic and orthogonal crystal structure of CTS films are found at temperature 350 �C, 400 �C and 520 �C respectively and 
Cu2SnS4 phase is formed due to the evaporation of tin at higher temperature (520 �C) [26]. Tiwari et al. have fabricated CTS based 
solar cell using dip coating techniques and reported 2% solar efficiency [27]. D.M Berg el al. reported a technique to produce a P type 
semiconductor CTS material via the annealing of an electrodeposited precursor [28]. Chalapathi et al. studies the effect of temperature 
on the properties of CTS thin film using spray pyrolysis for solar cell application. They have annealed the as-deposited sample in 
Sulphur atmosphere to improve the Sulphur deficiency [29]. J.J. Chaudhari have fabricated the solar device (FTO coated glass/-
ZnO/CTS/Al contact) using sol-gel techniques followed by sulfurization process for 1 h and reported 1.12% of solar efficiency [30]. 
Few research groups have used chemical spray techniques for deposition of thin films, studied about the effect of vacuum, sulphur 
annealing, different precursor on the properties of thin film [31–33]. 

The present work focused on growth of stoichiometric Cu2SnS3 thin films by varying Cu concentration. We have used the auto-
mated indigenously developed ultrasonic spray pyrolysis (USP) system. The advantages of USP over conventional spray pyrolysis is 
that it has narrow distribution size, uniform films, less deposition time and flow rate of gas is not dependent on aerosol flow rate. Ruan 
et al. have prepared a potassium doped Cu2SnS3 films using ultrasonic spray pyrolysis method and they have reported that there is an 
improvement in solar efficiency by 2 at % [34]. Ignacio et al. have studied the properties of sample which is prepared by ultrasonic 
spray pyrolysis and then thermally annealed at 380 �C for 50 min in vacuum environment. Mixture of tetragonal and monoclinic phase 
of Cu2SnS3 films are achieved from as-deposited and annealed sample [35]. The automated USP set up was previously used for suc-
cessful growth of Cu2(Zn,Sn)S4 and AgInS2 thin films [36,37]. The present work focuses on effect of various Cu precursor concentration 
on the structural, morphological, optical band gap and electrical properties of CTS thin films. The optimum CTS thin film is also used as 
a photocatalyst and studied the photodegradation behavior of methylene blue (MB) dye under visible light irradiation. 

2. Experimental details 

CTS thin films are prepared on glass substrates by automated ultrasonic spray pyrolysis techniques. This automated USP consists of 
ultrasonic nebulizer (frequency 1.7 MHz), heater, software interface, thermocouple which control the temperature of the heater and 
spray head which can move in X–Y directions. The distance between ultrasonic nebulizer and substrate heater is 3 cm, this distance is 
kept constant throughout the experimentation. 60 ml of total precursor solution is taken for deposition, spray flow rate is 2 ml/min and 
total 30 min of time is required to prepare each sample of CTS thin film. 

Copper chloride (CuCl2. H2O), Tin chloride (SnCl2. 2H2O), Thiourea [CS(NH2)2] are chosen as precursors for Copper, Tin and 
Sulphur respectively. The glass substrates are thoroughly washed in clean water and soap solution followed by ultrasonication in 
deionized water, acetone and iso-propanol alcohol for 20min to get high-quality cleaning. Cleaned glass substrates are immediately 
dried using nitrogen flush and dried in hot air oven at 80 �C for 2hr. 

In the present work, the concentration of copper chloride (CuCl2. H2O) solution is varied from 0.015M to 0.03M in 0.005 steps and 
samples are labeled as CTS1, CTS2, CTS3 and CTS4. Based on our previous work, we have fixed the substrate temperature at 500 �C 
[38]. Substrate temperature, molar concentrations of tin chloride (0.01 M) and thiourea (0.2M) are kept constant throughout the 
experiment. Thiourea concentration is taken in excess due to volatile nature of Sulphur. Salts are measured at required molarities and 
then they were dissolved in deionized water to form the homogeneous CTS solution. These prepared solutions were finally sprayed on 
pre heated substrates at 500 �C. 

Bruker D8 (Cu Kα line with 1.5405 Å as a radiation source.), operated at 40 mA and 40 kV, X-ray diffraction (XRD) was used to 
determine crystal structure of CTS films from 10� to 80� in θ-2θ configuration. Horiba LABRAM HR with 532 nm wavelength Argon 
laser as excitation source was used for Raman analysis on the CTS thin film. Surface morphology and elemental composition of samples 
are determined using FEI ESEM ZEISS-50 for Scanning electron microscopy (SEM) and Energy Dispersive X-ray analysis (EDX). 
Bandgap is measured from absorption spectra which is obtained from the UV–Vis spectrometer (SPECORD 5600 UV–vis). Four-point 
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probe method (Four Dimensions probe metal model 280) is used to study of Electrical properties of CTS thin film. 
Photocatalytic test was performed in a double jacket photoreactor with 60 ml methylene blue (MB) solution (1 � 10� 5 M) under 

300 W halogen lamp. Three pieces of CTS thin films (1.5 � 2.5 cm2) are kept in the MB solution. Prior to irradiation of light, films with 
MB solution were kept on magnetic stirrer for 30min in the dark environment to achieve absorption desorption equilibrium between 
MB and CTS photocatalyst. Then the solution is exposed under visible light which is obtained from 300W halogen lamp. After certain 
interval, UV–Vis spectrometer is used to measure the absorption spectra of exposed solution. During the experiment process, there is a 
possibility to evaporate the MB solution due to produce of heat which can be reduced by circulating cold water through the double 
jacket reactor. 

3. Results and discussion 

Fig. 1 shows the XRD patterns of the Cu2SnS3 films deposited for different Cu precursor concertation. All the samples showed peaks 
at 28.47�, 33.03�, 47.14� and 56.36� which correspond to (112), (200), (204) and (312) planes and is matched with tetragonal crystal 
pattern (JCPDS 89-4715) of CTS [39]. Prepared samples are polycrystalline nature due to presence of three planes. Sample CTS4 
exhibited additional peaks at 46.26� which corresponds to secondary phases of Cu2S (JCPDS 12-0227) [40]. The secondary phase Cu2S 
formed in CTS4 is due to high concentration of Cu present in the precursor solution. With increase in Cu concentration (Cu > 0.015M), 
intensity of (112) plane become more prominent which indicates there is an improvement in crystallinity. Further increase in Cu 
concentration (Cu > 0.025M), intensity of the (112) plane is found to reduce due to the presence of secondary phase Cu2S. So, we have 
not carried out further variation in Cu concentration. XRD result confirm that sample CTS3 is highly crystalline in nature without any 
secondary Cu2S phase. 

Using Debye Scherrer’s formula (equation (1)) the average Crystalline size (x) of the thin film was found. 

x¼
0:9λ

βcosθ
(1)  

Where β is full width at half maximum (FWHM) of the peak and λ is the wavelength of X-ray source (1.5405 Å), θ is the diffraction angle 
and both β and θ are measured in radians. Crystallite size varies from 11 to 43 nm with increasing of copper molarity and it is reported 
in Table 1. Higher crystallite size allows less recombination of charge carriers and it will increase the transport of charge carriers 
which, in turn, increases the efficiency of solar cell. 

The TEM analysis of the optimized sample CTS3 is carried out using Talos F200S instrument. TEM and the high resolution TEM 
(HRTEM) image of CTS3 sample is shown in the supporting information Fig. 1 (a,b). From supporting Fig. 1(b), it is observed the lattice 
fringes and the corresponding interplanar distance is found to be 3.13 Å which corresponds to the (112) plane of tetragonal structure of 
the CTS. The SAED pattern of the sample is shown in the supporting Fig. 1(c). From the supporting Fig. 1(c), we can observe that our 
prepared material is polycrystalline in nature. It shows various plane which indexed to (112), (204) and (312) plane of the tetragonal 
structure of Cu2SnS3. SAED pattern is matching with the diffraction peaks of XRD pattern. 

Raman spectroscopy is the technique to find out the crystaline structure and secondary phase present in the thin films. Fig. 2 depicts 
the Raman images of the CTS film for different Cu concentration. All films exhibited intense peak at 332 cm� 1 which contributes to A1 
vibration mode of tetragonal phase of CTS film [41]. As Cu concentration (Cu > 0.025M) increases, the peak intensity of 332 cm� 1 is 
decrease which may happen due to the non-stoichiometric film. All the samples show weak peak at 287 cm� 1 and 343 cm� 1 which are 
attributed to tetragonal phase of CTS film [42]. From Fig. 2(d), we can clearly observe a visible peak at 470 cm� 1, which corresponds to 
Cu2S phase. As CTS4 has higher concetration of Cu which leads to formation of Cu2S impurity [43,44]. Both Raman and XRD results 
confirmed the presense of Cu2S impurities for CTS4 sample. Small variation in peak values are due to imperfection in structure, 

Fig. 1. XRD pattern of films deposited at different Cu concentration, (a) CTS1, (b) CTS2, (c) CTS3 and (d) CTS4.  
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composition and growth condition of the CTS films. Also existence of a secondary phase creates extra strain in the film which effects the 
vibration mode. As a result a slight shift in peak can be obsereved [45]. 

We have also performed the photoluminescence (PL) spectroscopy of the CTS films. More details on the PL are found in the 
supporting documents. 

EDX analyses are carried out to know composition of the sample and atomic percent of elements are measured within the accuracy 
of �2% to determine the atomic percentage composition of CTS thin films. Table 1 shows the atomic percentage of elemental 
composition value of CTS thin films which are prepared at different Cu concentrations. CTS1 is found to have poor atomic percentage 

Table 1 
Atomic percentage of elements in CTS Films deposited at different Cu concentrations.  

Sample Name Atomic % of elemental composition Grain size(nm) Bandgap(eV) 

Cu (%) Sn (%) S(%) 

CTS1 30.11 21.62 48.27 11 1.49 
CTS2 33.06 18.92 48.02 21 1.44 
CTS3 34.63 16.64 49.73 43 1.35 
CTS4 41.28 14.88 43.84 37 1.32  

Fig. 2. Raman signature of the CTS films deposited with different Cu precursor concentrations, (a) CTS1, (b) CTS2, (c) CTS3 and (d) CTS4.  

Fig. 3. SEM images of CTS thin films (a) CTS1, (b) CTS2, (c) CTS3, (d) CTS4.  
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of Cu and having rich atomic percentage of Sn. Sample CTS3 is found to be stoichiometric in nature. As Cu concentration is increased to 
0.03M, there is considerable change observed in Cu composition which may be due to the presence of binary phase Cu2S, which is also 
noticed in XRD and Raman spectrum. For solar cell application, Cu deficient film is preferable as it contribute to increase the shunt 
resistance value [46]. If the prepared CTS thin films are not in stoichiometric nature, then electrical, structural and optical properties of 
films will be affected. Therefore it is very important to control the elemental composition of the film. Moreover, solar efficiency also 
significantly depends on electrical and optical properties of thin film. 

Fig. 3 shows the SEM micrograph of CTS films at different Cu concentrations. As Cu molarity increases, morphology of CTS films is 
become more uniform, dense and compact structure. Cu concentration at 0.025M (CTS3) shows smooth and compact surface which is 
highly preferable to collect the minority charge carrier. For Cu at 0.03M (CTS4), some standing wedges are found on the surface. These 
structures are found due to presence of secondary phase Cu2S. Chierchia et al. reported solar cell efficiency decreases for Cu rich and 
non-uniform surface [24]. CTS4 sample is Cu rich (based on EDX data) and non-compact surface which is not apt for solar cell 
application. All the samples are found to be crack free without any pinholes. 

Resistivity, carrier concentration and mobility of CTS thin films are measured using four probe method and all parameter values are 
listed in Table 2. All films are having p type conductivity. The carrier concentration of CTS films is in the order of 1019/cm3 to 1021/ 
cm3. Mobility of CTS is found to increase from 0.48 to 2.64 cm2/V.s with increase in copper concentration. The highest mobility is 
obtained in CTS4 could be due to the presence of secondary phase Cu2S which is highly conductive in nature [40]. It is observed that 
the resistivity of film is highly dependent on concentration of Cu. Cu percentage is maximum at sample CTS4 and it showed least 
resistivity value. As concentration of Cu increases, resistivity is reduced which is may be due to the higher grain size of the films. As a 
result it improves the mobility of the film as shown in Table 2 [47]. 

Optical analysis of CTS thin films is carried out using UV–Vis spectrometer. Optical absorption spectra of CTS films are recorded in 
the wavelength range from 300 to 1100 nm. Band gap of CTS films are calculated using Tauc formula (equation (2)) [48,49]. 

αhν¼A
�
hν � Eg

�n (2)  

Where Eg is the band gap of material, A is proportionality factor, α is absorption coefficient of material, h is planck’s constant, ν is the 
frequency, n is a parameter value which can be derived from density of state of any material and we have taken ‘n’ value as 1/2 for 
direct band gap material. Fig. 4 shows the graph plotted between photon energy (hν) versus (αhν)2. A straight line is drawn at the linear 
portion of (αhν)2 graph and it is extrapolated up to X (hν) axis. The intersection point at X axis gives the bandgap of CTS thin film which 
is summarized at Table 1. The band gap energy of CTS thin film varies from 1.32 eV to 1.49eV. It is clearly observed that band gap of 
CTS films decreases while Cu concentration increases,. Several factors are responsible for reduction of band gap such as crystallite size, 
quantum confinement effect [30,50]. Crystallite size increases with increase in Cn concentration and possibilities of electron scattering 
at boundaries of grain reduced. Therefore, electron moves easily from valence to conduction band; suggesting a reduction of band gap. 
There is also antibonding formation happened in the valence band and conduction band of the films which reduce the bandgap of the 
films. In the valence band d states in Cu and p states in S participate for antibonding whereas in the conduction band s state of both 
sulphur and tin participate in the antibonding formation [47]. 

Study of X-ray photoelectron spectroscopy (XPS) is conducted using the Kratos-Axis DLD photoelectron spectrometer at a pressure 
of 2.6 � 10� 7 Pa. At 15 kV and 10 mA, the monochromatic Al K(alpha) line with an energy of 1.486 KeV is used as the X ray source. XPS 
analysis of sample CTS3 is carried out to determine the oxidation states of the material and results confirm the presence of single-phase 
CTS thin film. Fig. 5 (a), (b) and (c) represents the binding energy of core level of Cu 2p, Sn 3d and S 2p. The binding energy is 
calibrated at the value of C1s that is observed at 284.8eV. The binding energy values for Cu 2p3/2 and Cu 2p1/2 respectively have been 
noticed at 931.52 and 951.27eV, which corresponds to Cuþ1 valence state of Cu. Absence of characteristic peak at 943eV indicates that 
the Cuþ2 oxidation state is not present. The binding energies at 486.12 eV and 498.82 eV correspond to Sn 3d5/2 and Sn 3d3/2 states. 
The obtained energies indicate that Sn is present in þ4 oxidation state. The 161.11 eV and 162.02 eV binding energies corresponds to 
core level of S p3/2 and S p1/2, which indicate that the sulphur is present in S� 2 ionic state. From the above analysis, Cu, Sn and S of 
prepared CTS films present are present in þ1, þ4 and � 2 oxidation state respectively. Obtained results are well matching with the 
literature [9]. 

Based on the above discussion it is found that CTS3 film shows best structural, crystallinity, electrical, optical properties which are 
suitable for solar cell absorber layer. 

3.1. Photocatalysis effect 

The film deposited at 0.025M Cu concentration showed the optimal properties in terms of crystallinity, elemental composition, 

Table 2 
Conductivity, resistivity, carrier concentration and mobility of CTS thin films.  

Sample name Type of conductivity Resistivity (Ω cm) Carrier Concentration(ions/cm3) Mobility (cm2/V.s) 

CTS1 P 4.6 � 10� 1 3.31 � 1019 0.48 
CTS2 P 3.2 � 10� 3 2.04 � 1021 0.98 
CTS3 P 1.5 � 10� 3 2.86 � 1021 1.4 
CTS4 P 9.5 � 10� 4 3.18 � 1021 2.64  
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optical and electrical analysis. This optimized CTS3 film is further used as a photocatalyst to degrade methylene blue (MB) dye. Here 
we have degraded 1 � 10� 5 M MB (60 ml) dye solution in the presence of three pieces of CTS thin film (1.5 � 2.5 cm2) under visible 
light irradiation. The absorption spectra of methylene blue dye at different time is shown in Fig. 6. Characteristics peak (λmax ¼ 664 
nm) is chosen for the reference. Without photocatalyst there is no degradation observed in MB dye. But during the adsorption process it 
was found the dye was slightly degraded (below 5%). In the presence of CTS catalyst, we have observed 90% degradation in MB dye 
solution within 3-h time under visible light irradiation. Intensity of absorbance peak reduces gradually as reaction time increases but 

Fig. 4. Band gap of the CTS thin film at different Cu concentration.  

Fig. 5. XPS spectra of CTS3 thin film (a) core level of Cu 2p, (b) core level of Sn 3d (c) core level of S 2p.  
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there is no shift observed in absorbance wavelength. 
Photocatalytic degradation efficiency of a catalyst is given by equation (3) [51,52]:  

photodegradation%¼
A0 � At

A0
� 100% ¼

C0 � Ct

A0
� 100% (3)  

Where A0 is the absorbance of MB dye at time 0 and At is the absorbance value after addition of CTS film at interval time ’t’. Again this 
is proportional to concentration of dye where C0 is the concentration of MB dye before catalysis process (at time t ¼ 0) and Ct is the 
concentration of dye after time t under the presence of photocatalysis. 

Fig. 7 shows the photodegradation percentage of MB dye at different time. It is observed from Fig. 7 that initially the degradation of 
MB dye was fast under illumination but as reaction time increases the dye solution degrades exponentially. When halogen light falls on 
MB dye solution in the presence of CTS photocatalyst, valence band electrons in CTS film acquire light energy and it goes to excited 
state. These excited state electrons then move from valence to conduction band and it produces hole and electron in valence and 
conduction band respectively. Afterwards, hole reacts with hydroxyl ion which generates free OH radicals and conduction band 
electrons react with oxygen molecules which produce superoxide radical anion that again reacts with water molecules and produced 
free OH radicals. These free OH radicals only mainly control the degradation rate of MB dye. 

Fig. 8 shows the first order reaction of MB degradation. Based on Langmuir Hinshelwood model, photocatalysis reaction follows 
pseudo first order reaction kinetic equation. If the initial concentration of the pollutant is low, then this model is used for photo-
catalysis degradation process and it is given by Eq. (4) [53]: 

ln
�

Ct

C0

�

¼ � Kt (4)  

Where Ct, C0 and K are initial concentration, final concentration and degradation rate constant respectively. Fig. 8 shows the 
degradation rate of MB and it is found to be 0.01296 min� 1 with high adj. R square value of 0.9996. 

4. Conclusion 

Nontoxic, earth abundant, chalcogenide CTS thin films were successfully deposited on glass substrate. The effects of different Cu 
concentration on the properties of films were examined. From XRD and Raman analysis, it is conformed that the CTS thin films 
structures are tetragonal in nature with orientation along (112) plane. Secondary phase, Cu2S, is observed in the films when higher Cu 
concentration was used. As copper concentration increases, the band gap of CTS films are decreases from 1.49 to 1.32 eV which is 
suitable bandgap for absorber layer for solar cell application. P-type conductivity of all samples were confirmed using Hall mea-
surement. Resistivity decrease from 4.6 � 10� 1 to 9.5 � 10� 4 Ω cm with increase in Cu concentration. When MB dye solution with CTS 
film is exposed to visible light irradiation, the MB dye degrades to ~90% within 3-h. The rate of degradation of MB dye solution is 
0.01296 min� 1. Sample CTS3 thin film has stoichiometric elemental composition with high crystallinity. Based on above result we can 
conclude that CTS3 film is a suitable material for absorber layer for solar cell application and it also helps to remove the organic 
pollutants from water using visible light irradiation. 
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Abstract: 

Ternary chalcogenide Cu2SnS3 (CTS) thin films are deposited on glass substrates using low cost 

ultrasonic spray pyrolysis (USP) technique by varying substrate temperatures 300°C to 550°C. 

Crystal structure of CTS thin film is found to change its phase from amorphous to tetragonal 

phase with increase in substrate temperature. Properties of as-deposited Cu2SnS3 thin films are 

studied using various characterization techniques. X-ray powder diffraction (XRD) studies 

confirm the formation of Cu2SnS3 tetragonal phase with orientation along (112) plane with 

increase in substrate temperature. Raman analysis revealed the formation of binary phase at 

550°C substrate temperature. Increase in substrate temperature resulted in stoichiometric nature of 

Cu2SnS3 films at 500°C. The absorption coefficient of CTS films is found to be ~ 105 cm-1 with 

band gap ranging from 1.35eV to 1.48 eV. Electrical properties of CTS films exhibited p type 

conductivity with carrier concentration of the order of 1021/cm3. The resistivity of the CTS films 

is found to vary from 1.5×10-3 to 3.2×10-3 Ω-cm. Photocatalytic effect of optimized Cu2SnS3 thin 

film under visible light (300W) is examined with methylene blue (MB) dye and ~90% MB is 
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degraded under 3 hours visible light irradiation. The above properties indicate that Cu2SnS3 is a 

potential candidate to be used for solar cell absorber layer and photocatalytic activity. 

Keywords: Cu2SnS3 (CTS), Ultrasonic spray pyrolysis, absorber layers for solar cell, crystal 

structure, photocatalysis, MB degradation 

Introduction:  

In recent time, solar energy is one of the important sources of the renewable energy due to lack of 

non-renewable energy sources. Many researchers are using solar absorber materials such as CdTe, 

CuInSe2, CuInGaSe2 (CIGS) extensively for the fabrication of thin films solar cells. Till date, 

CIGS solar cells prepared by two-step process holds record efficiency of 22.9% conversion 

efficiency [1]. Due to its toxicity, presence of rare earth elements and high cost, kesterite 

materials such as Cu2ZnSnSe4 (CZTSe), Cu2ZnSnS4 (CZTS), Cu2ZnSn(SSe)4 (CZTSSe) are 

alternatively used for solar cell application. Cu2ZnSnS4 (CZTS) is a potential absorber layer 

material, which can be replaced with the existing CIGS and CdTe materials. Among the kesterite 

materials, CZTS absorber material consists of earth abundant nontoxic elements which has direct 

band gap energy in the range of 1.4 to 1.6 eV, exhibit p-type conductivity and high absorption 

coefficient (> 104 cm-1). CZTS thin film solar cells are fabricated using vacuum method produced 

a record efficiency of 10.0%[1]. The main drawback of this semiconductor is controlling the 

elemental composition  of CZTS thin films during its synthesis  and obtaining single kesterite 

CZTS phase due to the formation of binary and ternary phases like Cu2S, SnS2, Sn2S3, Cu2SnS3, 

Cu3SnS4 and Cu4SnS4 [2]. Ternary materials are introduced to overcome this problem whose 

opto-electrical properties and crystal structure matches well with the CZTS. The I-IV-VI ternary 

chalcogenide compound semiconductor Cu2SnS3 (CTS) exhibit p type conductivity, direct band 
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gap material, high absorption co-efficient (> 104cm-1). Elements used in CTS are nontoxic and 

earth abundant which makes it a potential candidate for absorber material in solar cell. The 

absorber layer plays a key role in determining the efficiency of solar cell. The presence of defects, 

secondary phases and non-stoichiometric composition in the absorber compound affects the 

photovoltaic parameters of the solar cell. The absorber layer should be single phase in crystal 

structure and free from defects. Phase control of absorber layer can be obtained by controlling the 

composition of metallic precursors. In addition to these factors, thickness of absorber layer also 

plays a key role in affecting the conversion efficiency. With the phase transition temperature of 

CTS being at 780°C, it has the ability to exhibit isomorphic phase (cubic) at higher temperatures 

and polymorphic phase (tetragonal, monoclinic, triclinic) at lower temperatures[3–5]. Based on 

the formation of crystal phase, CTS has a unique feature of tuning the band gap in the range of 0.9 

eV to 1.7 eV[6]. Presently various research groups are working on photocatalysis to remove the 

organic pollutants from the water. Source of this pollutants are mainly textile, chemical, 

pharmaceutical industries etc. Mostly metal oxides like TiO2, ZnO are used to remove these 

pollutant[7,8]. Due to band gap of these metal oxides higher than 3.3eV, they are used in UV 

region. The unique property of tunable band gap helps the CTS films to be used as suitable 

candidate for visible light (sun light) driven photocatalysis.  

                  Various deposition techniques have been used for growth of CTS thin films using 

vacuum and non-vacuum methods. Recently, R Chierchia et. al. [9] have grown CTS films on 

glass substrate using sputtering techniques and reported an  solar efficiency of 3%. Katagiri 

et.al.[10] have got 4% solar efficiency using CTS films and technique used for this work is co-

evaporation. Kuku et al.[11] discuss about the characteristics of photovoltaic and optical 

absorption of CTS thin film prepared by the direct evaporation technique. M. Bouaziz et al.[12] 
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effectively prepared cubic CTS film by the superposition of SnS2 and CuxS thin films on Pyrex 

glass substrate using a sulfur annealing process at 550°C. A. Fernandes et al.[13] Prepared sample 

using sulfurization of DC magnetron sputtered metals and reported the tetragonal and cubic 

crystal structure of CTS films with the band gap of 1.35eV and 0.96 eV.      

Tiwari et. al [14] have used non vacuum dip coating techniques for fabrication of CTS solar cell 

and they have reported 2% efficiency. D.M Berg el al.[15] have prepared monoclinic CTS film 

with band gap of 0.93 eV through the annealing of an electrodeposited precursor in a S and SnS 

environment. Chalapathi et al[16] discussed the annealing effect on the properties of CTS thin 

film solar cell and film annealed at 400°C, 450°C and 500°C in Sulphur atmosphere. J 

chaudhari[17] have reported 1.12% of solar power conversation efficiency using sol-gel 

techniques. Few research groups have prepared CTS thin films using chemical spray technique 

and reported influence of vacuum annealing and change in precursor concentration [18,19]. 

Mohamed H. Sayed et al have prepared Cu2SnS3 layers by chemical spray pyrolysis and studied 

the impact of annealing on the device characteristics of prepared absorber layers [20].  

        In the present work, ultrasonic spray pyrolysis (USP) method is used for the growth of CTS 

films. The advantages of USP over conventional spray pyrolysis is like narrow distribution size, 

lesser deposition time, uniform surface of the film, flow rate of the gas is not dependent on flow 

rate of aerosol [21]. M. W. Alam, et al. have successfully synthesized Cu-SnO2 nanoparticles 

using novel and economical ultrasonic spray pyrolysis method. The prepared nanoparticles were 

used for detection of H2S sensor applications [22].  Ruan et al have  improved the conversion 

efficiency of ultrasonically sprayed Cu2SnS3 films by doping with potassium[23]. Ignacio et al. 

have studied the phase composition of Cu2SnS3 films prepared by ultrasonic spray pyrolysis [24]. 

The automated set up is used successfully for growth of Cu2(Zn,Sn)S4 and AgInS2 thin films 
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[25,26]. In this paper, CTS films are deposited on glass substrates by varying the substrate 

temperature from 300 to 550°C and the properties of as-deposited films are discussed. Finally, 

photocatalytic effect of optimized CTS thin film is studied.  

Experimental Details 

Automated ultrasonic spray pyrolysis system is used for deposition of the CTS films on soda 

lime glass substrate. The developed automated ultrasonic spray pyrolysis system consists of 

ultrasonic nebulizer, x-y movement of spray head, substrate heater, temperature controller and 

software interface. The distance between the substrate and ultrasonic nebulizer is 3 cm. The total 

volume of precursor solution is kept constant to 60 ml.  The spray flow rate and duration of 

deposition is 2ml/min and 30 min respectively. The above spray conditions are kept constant 

throughout the experiment. Prior to deposition, glass substrates are thoroughly washed in soap 

solution followed by ultrasonication in deionized water, acetone and IPA for 20min respectively. 

The cleaned glass substrates are dried using nitrogen flush and dried in hot air oven at 80°C for 

30min. CuCl2. H2O (0.02M), SnCl2. 2H2O (0.01M), CS (NH2)2 (0.2M) are taken as precursors 

and dissolved separately in deionized water to form the CTS precursor solution. CTS solution is 

atomized using ultrasonic nebulizer with frequency of 1.7 MHz and is sprayed onto hot glass 

substrates resulting in growth of Cu2SnS3 thin films. Due to volatile nature of sulfur, higher 

molar concentration of sulfur is taken. The substrate temperature of prepared CTS films is varied 

from 300°C to 550°C in steps of 50°C and samples are named as T300, T350, T400, T450, T500 

and T550 respectively. 

Crystal structures of CTS films are determined using Bruker D8 X-ray diffractometer with 

Cu Kα line of wavelength 1.5405Ǻ is used as radiation source. X-ray pattern is recorded from 

10° to 80° with operating voltage and current of 40 kV and 40mA respectively. The scan mode 
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used is θ-2θ configuration. Raman analysis is carried out on as-deposited films using Horiba 

LABRAM HR with 532nm wavelength Argon laser as excitation source. The surface 

morphology of CTS films is observed using FESEM Quanta-200 Scanning electron microscopy 

(SEM). The elemental composition of CTS films is measured using Energy Dispersive X-ray 

analysis (EDX) with higher acceleration potential of 20 kV. To estimate the bandgap of CTS, 

absorption spectrum is recorded in the range from 300 to 1000nm using UV-Vis spectrometer 

(SPECORD 5600 UV-vis). Electrical properties of CTS thin film are determined using Hall 

Effect method (Ecopia HMS5000).  

Photocatalytic experiment is carried out in a double jacket photoreactor with 60 ml MB solution 

(1×10-5M) under 300 W halogen lamp to produce the sunlight environment. Three CTS samples 

of area 1.52.5 cm2 are placed in the MB solution. Before irradiating the light, films are kept in 

the solution for 30 minutes under the dark environment for achieving adsorption-desorption 

equilibrium. Post to light irradiation, solutions are taken at certain intervals to measure the 

absorption spectra using UV-vis spectrometer. During the light irradiation, cold water is 

circulated through the double jacket reactor to prevent the evaporation of MB solution.  

Results and discussions 

Fig.1. depicts the X-ray diffraction pattern of the CTS films prepared at different substrate 

temperature (Ts) ranging from 300°C to 550°C. Except T300, all the films exhibited tetragonal 

Cu2SnS3 phase with preferential orientation along (112) plane. The other planes (204) and (312) 

correspond to the tetragonal CTS phase and matches well with JCPDS 89-4715. The three planes 

observed in the XRD pattern confirm that as-deposited films are polycrystalline in nature.  

At lower substrate temperature (T300), there is no prominent peak observed in the XRD pattern 

resulting in amorphous nature of CTS phase. It also indicated that the substrate temperature set 
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during the deposition is not enough for proper growth of CTS thin films. Hence further 

characterization of T300 is not carried out except SEM. With increase in Ts (Ts>300°C), the 

intensity of (112) plane is found to increase resulting in significant improvement of crystallinity 

of CTS films. Further increase in Ts (Ts>500°C), intensity of (112) plane is found to decrease 

resulting in poor crystalline films. Among all the samples, T500 is found be highly crystalline in 

nature.  

                              

Fig. 1. Pattern of X-ray diffraction of the CTS films, (a) T300, (b) T350, (c) T400 

(d) T450, (e) T500 and (f) T550 

The average crystallite size (L) of the thin film was found using Debye Scherrer’s formula [17]. 

                                                             
0.9

cos
L



 
=  

Where λ is the wavelength of x-ray source (1.5405Å), β is full width at half maximum (FWHM) 

of the (112) peak and θ is the diffraction angle 
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Table 1. Crystallite size of all CTS thin films 

Sample name  FWHM in radian Ɵ in Radians Crystallite size(nm) 

T350 0.041 0.25 33.15 

T400 0.043 0.25 31.04 

T450 0.040 0.25 33.33 

T500 0.034 0.25 39.40 

T550 0.016 0.25 85.53 

The unit of β, θ is measured in radians. With increase in crystallinity, crystallite size of CTS 

films is found to increase from 31.04 to 85.53 nm. The estimated value of FWHM, theta, 

crystallite size of the CTS samples derived from XRD is shown in Table 1. 

Raman Analysis 

Raman analysis is carried out to reconfirm the formation of tetragonal CTS phase and existence 

of binary phases. Fig.2. depicts the Raman spectra of CTS thin films contain modes at 287 cm-1, 

310 cm-1, 333 cm-1, and 343 cm-1. The prominent peak at 333 cm-1 corresponds to A1 vibration 

mode of tetragonal Cu2SnS3 structure [27]. With increase in substrate temperature, the intensity 

of peak 333 cm-1 is found to decrease and found to be less dominant for sample T550. The other 

peaks at 287 cm-1 and 343 cm-1 also corresponds to tetragonal phase of Cu2SnS3. However, peak 

at 343 cm-1 is dominant for sample T550. The peak at 310 cm-1 observed for sample T550 is due 

to formation of secondary phase SnS2.   
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Fig. 2. Raman spectra of the CTS films, (a) T300, (b) T350, (c) T400, (d) T450, 

(e) T500 and (f) T550 

The formation of this secondary phase can be due to deposition carried out at very high 

temperature [28]. The slight shift in the peak position can be due to defects present in the films. 

From both the structural analysis, sample T500 is found to be highly crystalline in nature. 

EDX analysis is carried out to know about the atomic percentage of chalcogenide CTS thin films 

prepared at different temperature and summarized at table 2. Atomic percentage of each 

composition of each sample is measured with the accuracy of ±2%.  From the table it is observed 

that sample T500 is stoichiometric in composition. Due to volatile nature of sulfur, all the 

samples are found to be sulfur deficient. As temperature increases to 550°C, there is a drastic 

change in Sn composition which is due to the formation of secondary phase of SnS2. It is 

necessary to control the elemental composition of CTS thin films because the electrical and 

optical properties of the CTS films are greatly affected if films are not stoichiometric in nature.     
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Table 2. Elemental Composition bandgap of CTS Films deposited at different temperature 

 

Sample name 

   

      Atomic percentage of elements 

 

    Cu (%)             Sn (%)              S(%)      

 

       Bandgap 

            (eV) 

T350 36.26           19.10     44.64   1.48 

T400 34.49      18.53     46.97   1.46 

T450 35.82      17.98    46.20   1.45 

T500 35.02      17.50    47.48   1.35 

T550 31.66      25.42    42.92   1.44 

 

Fig.3. shows the SEM images of the CTS thin films which are grown on glass substrate at 

temperature 300, 350, 400, 450, 500 and 550℃. It is observed from the image that film deposited 

at 300°C has adhesion issues with substrate and it peel off from the surface.  There is a change in 

surface morphology observed in samples T350 and T400. In sample T350, porous structured is 

formed. Sample T400 showed flake like structure which is reported in previous literature[29]. 

When temperature increased to 450°C, there is noticeable change in structure which is changed 

to spherical in shape. Also, it is observed that grain size increases with the increase in 

temperature, it is due to increase in crystallinity of CTS films. Sample prepared at 500℃ shows 

full dense and smooth microstructure but again at 550℃, porosity is observed in the film which 

can be due to formation of secondary phase as observed in Raman spectrum[6]. All samples are 

crack and pin holes free. As seen in figure 4, increase in substrate temperature results in shape 

transformation from uneven grains to spherical in structure. It can be implied that CTS formation 

significantly depends on substrate temperature because the binary phases such as CuS and SnS 

phases reacts with each other to form CTS at specific temperature. Similar phenomenon is 
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observed growth of Cu2SnS3 thin films using vacuum evaporation methods[30]. From SEM 

images, it is confirmed that sample prepared at 500℃ shows the smooth and compact surface 

compare to all other sample and this result is a good agreement with the high crystallinity formed 

by XRD and no secondary phase found by Raman analysis. 

   

Fig.3. SEM images of CTS thin films (a) T300, (b) T350, (c) T400, (d) T450 (e) T500 and (f) T550 

Average thickness of CTS films is found to be 650.4nm. The thickness of CTS films is measured 

by taking cross section of SEM image as shown in fig.4. Since constant volume (60ml) of 

solution is sprayed all through the experiment, it is observed that there is a negligible change in 

the thickness of the film. As shown in figure 4, thickness is measured at three different points 

and the average of measurement is considered. 
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Fig. 4. Cross-sectional image for sample T500 

Optical and electrical properties: 

At different substrate temperature, the optical bandgap of CTS thin films was calculated using 

UV-Vis spectroscopy. From the absorption spectra, the bandgap of the CTS film is measured 

using Tauc formula[31–33] which is given by 

 

    ( )
n

gh A h E  = −      (1) 

Where Eg is the value of band gap, A is proportionality constant, α is absorption coefficient of 

material, h is planck’s constant, ν is the frequency of excitation, n=1/2 for allowed direct band 

gap [34]. A graphical representation between photon energy (hν) versus (αhν)2 gives the Tauc 

plot as shown in fig. 5. A slope is drawn at the linear portion of (αhν)2 which is extended up to X 

axis and intersect at point  X. It gives the band gap value of CTS thin film. 
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Fig. 5. Band gap of the CTS films, (a) T350, (b) T400, (c) T450, (d) T500 and (e) T550 

Increase in substrate temperature resulted in decrease of band gap of the CTS films except for 

sample T550. The band gap reduces due to antibonding formation between d states in Cu and p 

states in S in the valence band and antibonding formation between s states of both S and Sn in 

conduction band [35,36]. The other possible reasons for band gap reduction can be due to 

improvement in crystallinity as observed from XRD pattern. 

Reported value of band gap of tetragonal CTS film is 1.35 [35] which is matching with our 

result. Band gap of T550 is increased to 1.44 eV, the reason for this increase can be due to the 

existence of SnS2 binary phase as observed in Raman spectrum. The band gap value of the CTS 

thin films is changed from 1.35 to 1.48 eV and the obtained results are suitable for optical 

applications.     
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Electrical measurement of the CTS thin films is carries out on the selected sample (T450, T500) 

using Hall Effect method at room temperature. It is observed that all samples exhibit p- type 

conductivity. Electrical properties of CTS films exhibited p type conductivity with carrier 

concentration of the order of 1021/cm3. The resistivity of the CTS films is found to decrease from 

3.2×10-3 Ω-cm to 1.5×10-3 Ω-cm. Reduced resistivity  can be due to the increase of crystallite 

size which was observed by other research groups [35].  

Photocatalysis effect 

Based on above results, it is confirmed that CTS films prepared at temperature 500°C exhibited 

optimum properties in terms of crystallinity, composition and conductivity. Hence sample T500 

is taken as a photocatalyst for degradation of methylene blue (MB) dye under visible light 

irradiation. Methylene blue is selected as a dye and degradation behavior of MB dye with respect 

to different time in the presence of the catalyst has been studied. With the help of UV-Vis 

spectrometer, absorbance spectra of the MB solution have been measured at different time. Fig.6. 

indicates the photocatalytic effect of CTS thin film at different time interval under the visible 

light irradiation. Characteristics peak (λmax = 664 nm) is used for reference absorbance peaks.  

It is observed that there is no degradation of MB solution under the visible light without any 

catalyst. In the presence of a catalyst in MB dye solution under visible light, it is observed that 

there is ~90% reduction in absorbance within a three hours duration of time. Photodegradation 

rate is calculated using following relation [37,38]  

                                       0

0

photodegradation% 100%tA A

A

−
=                                            (2) 

Where, A0 absorbance of dye without photocatalyst, At absorbance of dye with the presence of 

photocatalyst after a time t.      
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                           Fig.6: Absorbance spectra of MB photodegradation at different time                             

Fig.7. indicates photodegradation of MB dye solution as a function of irradiation time with CTS 

photocatalyst. It is calculated from the absorbance peak at 664 nm for different time interval. 

From this figure it is clearly observed that initially MB solution is degraded fast under 

illumination of light. With increase in time, solution degrades exponentially. When light 

illuminated to the MB dye solution in the presence of catalyst (CTS), it generates electron-hole 

pair. The generated electron and hole later produce superoxide and super hydroxyl radicals. The 

produced radicals are mainly used to degrade MB. Fig. 8. shows the first order reaction of MB 

degradation. First order kinetics is given by the following equation: 

                                                 
0

ln tC
Kt

C

 
= − 

 
                                                    (3)   

Where K is the degradation rate constant and t is the time interval. Ct and C0 are degradation at 

time t and 0 respectively. Ct and C0 are proportional to the absorbance of the solution at time t 

and 0 respectively. Fig.8. is a straight line in which slope provides the information about 

degradation rate of MB dye solution. First order kinetic reaction curve is measured by taking 
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logarithmic of Y axis of fig.7.  Degradation rate constant is found to be 0.01296 min-1 with high 

adjacent R square value of 0.9994. 

 

Fig.7. Photodegradation of MB dye solution at different time under the presence of CTS thin films 

                                        

Fig.8. First order kinetic reaction curve of MB degradation 
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Conclusion 

We have successfully deposited chalcogenide Cu2SnS3 thin film using low cost automated 

ultrasonic spray pyrolysis techniques at different substrate temperatures in the order of 300°C to 

550°C in steps of 50°C. Highly crystalline films with tetragonal Cu2SnS3 phase is obtained for 

films prepared at substrate temperature of 500°C. Binary phase SnS2 is found for films deposited 

at higher substrate temperature (Ts >500°C). The average thickness of the films is found to be 

650.4nm. Band gap of optimized film (Ts=500°C) is found to be 1.35eV which closely matches 

with solar spectrum for maximum conversion efficiency. Electrical properties of CTS films 

exhibited p type conductivity with carrier concentration of the order of 1021/cm3. The resistivity 

of the films varied from 1.5×10-3 to 3.2×10-3 Ω-cm. Optimized CTS film (Ts=500°C) degrades 

~90% MB dye within three hours of exposure to visible light.  Degradation rate of MB solution 

is found to be 0.01296 min-1.  Hence, the above properties indicate that CTS films can be used as 

potential absorber layer material for thin film solar cell application as well as degrade organic 

pollutants from water for photocatalyst applications using visible light. 
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 The sensing methods with multiple receive antennas in the Cognitive Radio 

(CR) device, provide a promising solution for reducing the error rates in the 

detection of the Primary User (PU) signal. The received Signal to Noise 

Ratio at the CR receiver is enhanced using the diversity combiners. This 

paper proposes a statistical approach based on minimum Bayes factors and p-

Values as diversity combiners in the spectrum sensing scenario. The effect of 

these statistical measures in sensing the spectrum in a CR environment is 

investigated. Through extensive Monte Carlo simulations it is shown that this 

novel statistical approach based on Bayes factors provides a promising 

solution to combine the test statistics from multiple receiver antennas and can 

be used as an alternative to the conventional hypothesis testing methods for 

spectrum sensing. The Bayesian results provide more accurate results when 
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1. INTRODUCTION 

Spectrum sensing in Cognitive Radio (CR) is a binary hypothesis testing problem. It is the decision 

on the Signal absent, noise-only (null) hypothesis denoted by H0 and the signal-present (alternate) hypothesis 

denoted by H1. Energy Detection (ED) is a very simple technique that decides on hypothesis H0 or H1 using 

the average energy in the observations as the decision statistic. The threshold chosen for ED is dependent on 

the noise power. This makes the performance of the ED sensitive to uncertainty in the noise variance, 

especially at low Signal to Noise Ratio (SNR) [1]. Diversity techniques are employed to mitigate the effect of 

small scale fading and hence provide improvement in the received SNR to achieve higher probability of 

detection [2, 3]. 

From the studies, the maximal ratio combining (MRC), equal gain combining (EGC), and selection 

combining (SC) are the most commonly used diversity combiners. These diversity combining techniques no 

doubt provide improvement in the receive SNR but they demand the learning of the channel state information 

(CSI). Hence this increases the implementation complexity [3-7]. 

Several diversity combining techniques were proposed in the literature which would mitigate 

the impact of the channel estimation error on the performance of diversity receivers. The non-coherent 

combining schemes which do not need the CSI are investigated in [1, 7]. Under this category the square law 
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combiner (SLC) and square law selection (SLS) are studied which produces the decision statistic using 

the outputs of the square-law devices available in each of the diversity branch. In [8] the use of evolutionary 

algorithms on receiver diversity based on the imperialistic competitive algorithm (ICA) is proposed. It is 

shown that this combiner does not demand the CSI, and it provides superior performance compared to MRC. 

The Goodness of fit test based sensing (GoFT) using Anderson Darling (AD) and Jarque Bera (JB) 

tests check for the distribution of test statistic under null hypothesis and is independent of the noise 

distribution [9-11]. These statistical methods were primarily meant to measure the strength of evidence for 

drawing an accurate decision in hypothesis testing based on a sample. The use of these statistical methods in 

spectrum sensing is investigated in previous studies but the studies do not focus on receiver diversity using 

multiple antennas at the CR device.   

 In this paper two benchmarks coined as p-Value and Minimum Bayes factor (MBF) are used in 

decision making in hypothesis testing. The first metric, p-Value is viewed as an index of the “strength of 

evidence” against H0, with small p indicating an unlikely hypothesis [12] and is widely used in medical 

research and decision-making. Using the p-Value the compatibility of the data with the null hypothesis is 

measured. The second metric is the Bayes factor and is often referred to as the “strength of evidence” or 

“weight of evidence”. The Minimum Bayes factor provides the smallest amount of evidence that can be 

stated for the null hypothesis. The sound theoretical foundation of the MBF and its interpretation allows its 

usage in both inference and decision making. They have straightforward interpretation as the strength of 

the evidence in favor of H1 relative to H0 [13-16]. This work is the first of its kind in which the use of p-

values and Minimum Bayes factors are proposed in the context of spectrum sensing. The paper is organized 

as follows: Section 2 gives the overview of blind sensing schemes for primary user detection, Section 3 

discusses the proposed method, Section 4 discusses the results and Section 5 concludes the paper. 

 

 

2. SYSTEM MODEL AND PROBLEM FORMULATION 

Consider the scenario of Single Input Multiple Output (SIMO) system with one transmit antenna 

and multiple receiver antennas. Assume that each CR contains M antennas. The M diversity branches are 

assumed to be sufficiently far from each other. Hence this study takes full advantage of this assumption that 

the received signals are statistically independent and the correlation among them is considered to be 

negligible. Corresponding to the signal received in the ith antenna of the CR device the hypotheses H0 and H1 

are defined as 

 

H0: xi[k]=vi[k] 

 

H1: xi[k]=h s[k]+vi[k]                               (1) 

 

where, h is the amplitude gain of the channel, i is the antenna index (i=1,2,..M) at each CR, s[k] is 

the transmitted signal by PU and vi[k] is the AWGN noise component.  

 

2.1. Existing blind sensing methods 

2.1.1. Square law detector  

Energy detector (ED) or Square law detector is the most commonly used method for hypothesis 

testing in a CR environment. Each individual branch at the receiver is provided with an energy detector to 

provide the instantaneous individual branch energy measurements. The energy of the received signal at the ith 

branch is Yi and N is the sample size. The decision static Yi is compared against a fixed threshold λ.  

 

 𝑌𝑖 =  ∑ |𝑥𝑖[𝑘]|2𝑁
𝑘=1                (2) 

 

The simple hypothesis testing problem is formulated in Equation (3) as  

 

𝑌𝑖  

𝐻1

>
<
𝐻0

    λ                         (3)     

 

The operation in Equation (2) is executed using a square law device provided at each diversity branch of 

the CR receiver. The following conventional square law combining techniques are used to form a better estimate of 

the primary user signal [7]. 
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a. Square-law selection 

The energy vectors from M diversity branches, Y1, Y2, · · · , YM are used in SLS. The branch with 

the highest energy is chosen. The test statistic is given as 

 

𝑌𝑠𝑙𝑠 = 𝑚𝑎𝑥 (𝑌1, 𝑌2, … . . 𝑌𝑀)                                                                                                  (4) 

 

b. Square law combining 
The energy vectors from M diversity branches, Y1, Y2, · · · , YM are gathered and combined in SLC to 

make a combined decision. The test statistic is as 

 

𝑌𝑠𝑙𝑐 = ∑ 𝑌𝑖
𝑀
𝑖=1                                                                                                                            (5) 

                              

2.1.2. Goodness of fit tests based sensing 

Another blind sensing method is the goodness of fit tests (GoFT). These tests are blind non-

parametric hypothesis testing method, which decides on the null hypothesis if the received samples follow 

the noise Cumulative Distribution Function (CDF) denoted as F0. Let x[k] denote the set of N discrete time 

vector observations k=1, 2….N. Let the ith component of x[k] be denoted as xi[k], i=1, 2…M. The signal 

detection in noise is therefore given as a simple hypothesis testing problem in [9-11] and is expressed as 

 

Decide on H0: if 𝐹𝑛(𝑥) = 𝐹0(𝑥) 

 

Decide on H1: if 𝐹𝑛(𝑥) ≠ 𝐹0(𝑥) (6) 

 

where, Fn(x) is the empirical CDF of the received sample. The popular goodness of fit tests are: 

 

a. Anderson darling (AD) test 

To test the normality of a random sample x[k] the Anderson Darling test statistic formulated in [17] 

is given as: 

 

An
2 = −𝑁 −

∑ (2k−1)(ln zk−lnz(N+1−k))
𝑁

𝑘=1

𝑁
                    (7) 

 

when the mean and variance of the sample are unknown the adjusted AD statistic as given in [18]  

is 

 

A = An
2(1 +

0.75

𝑁
+

2.25

𝑁2 )                                             (8) 

  

where zk=F0(yk) is the assumed  distribution, N denotes the sample size, ln is the natural logarithm with 

 𝑦𝑘 = (𝑥𝑖 − �̆�) 𝑆⁄    where �̌� = ∑ 𝑥𝑘
𝑁⁄  and 𝑆2 = ∑ (𝑥𝑘 − �̌�)2 (𝑁 − 1)⁄ . The spectrum sensing problem is 

expressed as: 

 

H0: A ≤ λcv 

 

H1: A > λcv                                                                                                                           (9) 

 

where, λcv is a critical value. If A exceeds the critical value then H0 is rejected. A table of thresholds for 

different values of Pf is given in [19]. 

 

b. Kolmogorov-smirnov (KS) test 

In the KS test the distance between Fn (x) and F0 (x) is given by: 

 

Dn = max| 𝐹𝑛(𝑥) − 𝐹0(𝑥)|                                                                       (10) 

 

where Fn(x) is the empirical distribution. If the samples under test are coming from F0 (x), then, Dn converges 

to 0. If the value of Dn exceeds the critical value then H0 is rejected. A table of thresholds for different values 

of Pf is given in [20]. 
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 bera

The Jarque and Bera (JB) test is another goodness-of-fit test to check for normal distribution. It uses 

the skewness and kurtosis to determine whether the sample data is from a normal distribution [21]. The JB 

test statistic is the combination of the squares of normalized skewness and kurtosis and is given as follows: 

 

𝐽 =
𝑁

6
(𝛾1

2 +
(𝛾2−3)2

4
)                                                               (11) 

 

where, 𝛾1 is the skewness and 𝛾2 is the kurtosis and N is the number of samples. The critical values of the JB 

test for different sample sizes are given in [21]. The primary user signal is declared present if the Jarque Bera 

test statistic is greater than the critical value and is declared as noise otherwise. The spectrum sensing 

problem using JB test can be expressed as 

 

H0: J ≤ λcv                  

 

H1: J > λcv                                                                     (12) 

 

2.2. Significance of statistical measures 

2.2.1. p-value 

Fisher justified that the p -Value can be viewed as an index of the “strength of evidence” against H0, 

with small p indicating an unlikely hypothesis [12]. The test statistic is used to determine the p-Value using 

the formula mentioned in Table 1 as given in [18] and the interpretation of the test results are given in  

Table 2.  
 

 

Table 1. The p-value formula for Anderson darling test 
AD statistic p-Value Formula 

A >153.467 𝑝 = 0 
0.6<A ≤ 153.467 𝑝 = 𝑒(1.2937−5.709∗𝐴+0.0186𝐴2) 

0.34 < A ≤ 0.60 𝑝 = 𝑒(0.9177−4.279∗𝐴−1.38𝐴2) 
0.20 < A ≤ 0.34 𝑝 = 1 − 𝑒(−8.318+42.796∗𝐴−59.938𝐴2) 

A≤ 0.20 𝑝 = 1 − 𝑒(−13.436+101.14∗𝐴−223.73𝐴2) 

 
 

Table 2. Decision table 
Method Condition Decision 

Classical  test if( test statistic > Critical value ) H0 is rejected 
Classical  test if (test statistic < Critical value) H0 cannot be rejected 

p –Value (p -Value < α) H0 is rejected 

p-Value (p -Value > α) H0 cannot be rejected 

 
 

The steps involved in hypothesis testing using p-Values given in [12] are as follows: 

a. Define the null and alternative hypotheses. 

b. Compute the test statistic from the sample data.  

c. Determine the p-Value using the test statistic obtained from step 2. 

d. Fix the significance level α=0.05 and interpret the results using Table 2. 

 

2.2.2. Bayes factor method 

The term Bayes factor (BF) is also called as likelihood ratio. The Bayes factor is often referred to as 

the “strength of evidence” or “weight of evidence”. Bayes factors show that p-Values greatly overstate the 

evidence against the null hypothesis. The Bayes factors have direct interpretation as the strength of 

the evidence in favor of H1 relative to H0.  The use of Bayes factors can avoid the misinterpretations that arise 

from dependency on the p-Value in decisions [13, 14]. Minimum Bayes factors have the advantage that they 

do not depend on the prior probability. The proof of the minimum Bayes factor as function of the p-Value is 

given in [14]. Figure 3 shown Categorization of Bayes Factors BF<1 into levels of evidence against H0. 

 

𝑚𝑖𝑛𝐵𝐹(𝑝) = {
−𝑒𝑝𝑙𝑜𝑔𝑝 𝑓𝑜𝑟 𝑝 <

1

𝑒

1    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}               (13 

 

 

 

https://en.wikipedia.org/wiki/Goodness-of-fit
https://en.wikipedia.org/wiki/Normal_distribution
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Table 3. Categorization of bayes factors BF<1 into levels of evidence against H0 as given in [14] 

 

 

 

 

 

 

 

 

3. PROPOSED METHOD 

The block diagram of the proposed method is given in Figure 1. This paper adopts the following 

statistical methods to integrate the statistical measures from independent tests [22-25] to have an overall 

assessment on the detection of the primary user signal activity.  
 

 

 
 

Figure 1. Block diagram of the proposed method 
 

 

3.1. p-value based diversity combiner 

The M independent samples xi[k] i=1, 2…M   are received from M diversity branches of the CR 

receiver. The test statistics (A1,A2….AM) and its corresponding p-Values (p1,p2…..pM) are computed. This 

study adopts the following statistical methods to integrate the p -Values from independent tests [22, 23] to 

have an overall assessment on the detection of the primary user signal activity. 

 

3.1.1. Fisher’s test 
A popular method of combining the p-Values is the Fisher’s method [22]. Let p1, p2, …, pM be the 

significance probabilities of the test statistic A or J from the ith sample received from each diversity branch of 

the CR receiver. The joint assessment of the normality is based on the M values of the statistic. The different 

significance probabilities obtained from M diversity branches are combined using Fisher's method as given 

below. 

 

𝐹𝑇 = −2𝑙𝑛(∑ 𝑝𝑖
𝑀
𝑖=1 )                                                                    (14) 

 

3.2. Bayes Factor based diversity combiner 

From the values (p1,p2…..pM)  their corresponding Minimum Bayes factors are computed from (13). 

In the context of spectrum sensing the following method is proposed to integrate these statistical measures 

from independent tests [24] to have an overall assessment on the detection of the primary user signal activity.  

The method proposed for combining the data is by calculating the product of the Bayes factor calculated 

from M independent samples and is defined as the Group Bayes Factor (GBF) as given in [24]. 

 

𝐺𝐵𝐹𝑖𝑗 = ∏ 𝐵𝐹𝑖,𝑗
(𝑛)𝑀

𝑛=1                                                                 (15) 

 

where, the subscripts i,j refer to the hypothesis models being compared, and the bracketed superscript refers 

to the M-th sample. Since the measured data is treated as conditionally independent samples, the probabilities 

are multiplied. 

Strength of Evidence Bayes factor 

Weak 1 to 1/3 
Moderate 1/3 to 1/10 

Substantial 1/10 to 1/30 

Strong 1/30 to 1/100 
Very strong 1/100 to 1/300 

Decisive <1/300 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

A statistical approach to spectrum sensing using bayes factor and p-values (Deepa N. Reddy) 

2915 

 Algorithm 1. Statistical approach to spectrum sensing 
1. Obtain M observation samples from each of the diversity branches of the CR node.  

2. Let Zi, (i=1…M) be the observation vector. Sort the observations from each branch in ascending 

order. 

3. Calculate the AD test statistic using Equation (7) and (8). Let Ai  (i=1…M) denote the test statistic 

obtained for M diversity branches. 

4. Using the formula given in Table 1 calculate the p-Value p1 p2, …, pM  and their respective MBFs  

using Equation (13). 

5. The MBFs and p-Values from M diversity branches are combined using Equation (14) and (15) to 

obtain the new decision statistic. 

6 Reject null Hypothesis if the new decision statistic is less than the predefined significance level. 

 

 

4. RESULTS AND ANALYSIS 

4.1. Monte carlo simulations       

The performance analysis of spectrum sensing using receiver diversity in a CR environment are 

carried out using 1) Conventional Hypothesis Testing and 2) Statistical Hypothesis testing. The statistical 

hypothesis testing is carried out using the following two methods 1) p-Values 2) Minimum Bayes Factor. 

The detection probability is used as a standard of measurement to determine the sensing accuracy. 

The following assumptions are made in the simulations.  

a. The system model has Single Input Multiple Output. 

b. The primary transmitter signal is a sinusoidal pilot signal of known frequency. 

c. Additive White Gaussian Noise with μ=0 and σ2 =1. 

d. For the Hypothesis H1 to be declared true (signal is present)  

Method 1: If the p-Values is less than the significance level α =0.05  

Method 2: If the minimum Bayes factor is less than 1/100 

Figure 2 provides a comparison of the Goodness of fit tests in the context of primary user signal 

detection in cognitive radio. The Conventional method of hypothesis testing in a CR environment is 

compared with the statistical method of hypothesis testing. The number of samples in the test is taken as 100. 

The tests include the the conventional energy detector, Anderson Darling test, Kolmogorov-Smirnov Test 

and Jarque and Bera Test. Energy detector  shows better performance compared to the other tests. But AD 

test provides better detection performance compared to the other normality tests. The statistical measure 

coined as p-Value and Bayes Factor are used as statistical measures in hypothesis testing in Figures 3-6.  

 

 

 
 

Figure 2. Spectrum sensing using Goodness of fit tests when the primary user is present 

 

 

The following observations are made: 

a. It is observed that the p-Value method overstates the evidence against the null hypothesis than the MBF 

method. 

b. The diversity improves the detection probability in the low SNR regimes using both the methods. 

c. The statistical methods provide detection probability close to the conventional square law methods 

of combining. 
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Figure 3. Primary User detection of a Sinusoidal Pilot 

signal with M=1 ,α=0.05 and N=100 Samples using 

Anderson Darling Statistic 

 

 

 

Figure 4. Primary User detection of a Sinusoidal Pilot 

signal with M=1 ,α=0.05 and N=100 Samples using 

Jarque Bera Statistic 

 

  
 

Figure 5. Primary User detection of a Sinusoidal Pilot 

signal with M=3 , Pf =0.05 and N=100 Samples using 

Conventional Square Law diversity combining 

techniques 

 

Figure 6. Primary User detection of a Sinusoidal Pilot 

signal with M=3 , α =0.05 and N=100 Samples using 

statistical approach a)Minimum  Bayes Factor method 

b) p- Value Method 

 

 

Given below is a detailed illustration to support point 1 of the observation: 

If the MBF=0.262788=1/3.8 with p-value=0.070552 then based on the observed evidence, the result 

is that the H1 (the alternative hypothesis) is 3.8 times as likely as H0 (the null hypothesis). 

Since MBF/p-Value =0.262788/0.070552 it can be seen that Fisher’s p-Value states the amount of evidence 

against H0 as 3.7 times as much as the MBF does. This means that the exaggeration of the statistical 

significance by Fisher’ p-Value is almost 4 times as much as that of MBF. Therefore it can be stated that 

Fisher’s p-Value provides less accurate results as a measure of the strength of evidence against H0 [14]. 

 

 

5. CONCLUSION  

In this paper a novel Statistical approach for the hypothesis testing problem in a spectrum sensing 

environment is proposed. The Minimum Bayes factors and p-Values are proposed for combining the data 

received from a secondary user equipped with multiple antennas. The effect of these statistical measures in 

sensing the spectrum in a Cognitive Radio environment is investigated. A ballpark figure of the merits of 

these diversity combining methods are provided in this study. Results show that p-Values magnifies 

the evidence against the null hypothesis. The Bayes factor has a straightforward interpretation as the strength 

of the evidence in favor of H1 relative to H0. Also the algorithm proposed improves the detection of the PU in 

low SNR regimes. Through extensive Monte Carlo simulations it is shown that Bayes Factors provides a 

promising solution to combine the test statistics from multiple receiver antennas and can be used as an 

alternative to the conventional hypothesis testing methods for spectrum sensing. Hence this novel statistical 

approach using bayes factors provide more accurate and relevant test results when measuring the strength of 

the evidence against the hypothesis. 
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Abstract—The tremendous growth in the usage of internet 

technology has pawed way for advancement of diverse wireless 

networks. One of the domain of wireless networks that have 
gathered a lot of attention from researchers is Wireless Mesh 

Network (WMN). WMN is preferred because of its numerous 

advantages like better coverage area, communication with 

other networks, cost effectiveness, increased network capacity 

and is compatible with all IEEE 802.11 standards. Low 
Capacity, management of the traffic and gateway nodes and 

end to end fairness problem are the major issues in the 

employment of WMNs. In order to reduce the existing 

challenges in WMNs load balancing plays a vital role. In our 

work we have proposed a load balancing protocol to overcome 
the problem of congestion using residual energy and delay. The 

simulation results are derived and they prove that our 

proposed protocol enhances the performance and life time of 

WMN compared to standard protocol with reference to 

residual energy, throughput, packets received jitter and delay. 

Keywords—WMN, Load balancing, Energy, Delay 

I. INTRODUCTION  

 A wireless mesh network is an infrastured network 

which is based on mesh topology. The architecture of a 

WMN [1] consists of three major components which are 

clients, routers and gateways. The clients are often laptops, 

desktops, tablets, and mobile phones etc. which are end 

devices. The router performs the task of traffic management 

through gateways. In a mesh network, even when a single 

node fails to  operate, the communicat ion is not hampered as 

the rest of the nodes are still able to establish 

communicat ion with each other either directly  or v ia 

intermediate nodes. Thus this uniqueness of WMNs  has 

made them high ly reliab le, resilient and offers a higher 

degree of redundancy. The integration of WMN [2] 

technology can also be implemented along technologies 

such as 802.11, 802.16, 802.15 standards in cellular 

technologies. 

 A WMN can be visualized as a distinctive wireless Ad-

hoc network. However a WMN has a systematic i.e . 

configuration and delivers a dynamic and cost effective 

deployment of network over a specific geographical area. 

An Ad-hoc network is a unpremeditated network where 

communicat ion can be established only when the wireless 

devices come in  each other’s communicat ion range. WMN 

[3] can also be used for wide variety of applications such as 

transport systems, wireless sensor network, surveillance 

system, broadband home networking, build ing automation, 

health and medical system, community and neighborhood 

networking.  

 A mobile node consumes its battery energy not only 

when it  actively  sends or receives packets but also when it 

stays idle listening to the wireless medium for any possible 

communicat ion requests from other nodes. Thus, energy 

efficient routing protocols min imize either the active 

communicat ion energy required to t ransmit  and receive data 

packets or the energy during inactive periods. In some 

protocols the active communication energy can be reduced 

to reach the receiving node by adjusting the node’s radio 

power just enough to reach the receiving node. The optimal 

routing path that reduces the total transmission energy 

needed to send the data packets to the destination can be 

determined by using the transmission power control method. 

When there is no data to send or receive each node can 

retain the inactivity  energy changing its mode of operation 

into sleep power down mode or simply turn it o ff like in 

other protocols. Considerable energy saving can be achieved 

here, if the network conditions is specified with low duty 

cycle of communication activities. But for guaranteed data 

transmission when many nodes are sleep and not forwarding 

packets for the next nodes it may require much  well 

designed routing protocols. Load dis tribution approach in 

another powerful approach for optimizing active 

communicat ion energy. It maximizes the new lifetime when 

selecting a routing path by avoiding over utilized nodes and 

also balances the energy usage among nodes. Though each 

protocol will have advantages and disadvantages and is 

convenient for certain  situation, it  is not clear that any one 

algorithm or a clan of algorithms is ideally suited for all 

situations.  However, it is possible to offer a better energy 

saving routing mechanis m by combining  and integrating the 

existing solutions. Many efforts have been directed to 

develop energy aware-MAC and transport protocols to 

tackle energy efficiently in other network layers. In layered 

network architecture each layer is supposed to operate in 

isolation. But to maximize the energy performance some 

recent studies have recommended the cross layer design.  

 

 The paper is arranged in the following manner. The 

existing technology related to proposed work is d iscussed in 

second Section. The proposed routing scheme EBL-AODV 

is completely described in third section. The simulation 

results, performance comparison and analysis  are presented 

in fourth section. The inference of the paper is in fifth 

section . 

II. RELATED WORK 

 In this work we have proposed a modified AODV 

protocol called Energy-Delay Based Load Balancing Ad-

hoc on Demand Protocol (EDBL-AODV), which considers 

residual energy and path delay as a routing metric during 

route discovery. 
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 Aron et al. [4] have described a novel distributed 

topology control algorithm whose main objective is to 

reduce the consumption of energy by each node during 

transmission and extending lifetime of the network. It is a 

three phased topology control algorithm which involves 

establishing accessible neighborhood topology, constructing 

minimum energy local topology view and finally 

determining transmission power. Thus the above algorithm 

overcomes the topology control problem in hybrid WMNs 

equipped with heterogeneous wire less devices and altering 

transmission ranges by taking decisions based on 

information gathered locally and scaling it for large WMN. 

 Panagiotis et al. [5] have proposed a new energy 

efficient multi cost routing algorithm for WMN. According 

to the new routing algorithm, a vector of cost parameters are 

calculated at each link using appropriate operators for 

selecting an optimal path. The parameters are hop count, 

power required by the node to transmit and the remaining 

energy at each node. There are two models- Network 

evaluation model and dynamic one to one communication 

model under which  the performance of the proposed 

protocol is evaluated. In the fo rmer evaluation model, the 

network aims to transmit maximum number of packets 

available p receding energy depletion. In the latter model, the 

data packets are generated uninterruptedly as the nodes are 

competent of periodically recharging their energy. This 

protocol is said to enhance the durability of the network. 

 Awad et al. 6] have proposed a cross layer optimization 

algorithm subject to a delay deadline constraint. The 

assumption is that all packets successfully received should 

have their end to end delay less than their corresponding 

delay deadline. The proposed algorithm optimizes network 

and physical layer by exp loiting d ifferent control parameters 

viz. path selection parameter in the network layer, the 

transmission and modulation energy in the physical layer. 

The protocol is a little t ime consuming as for every path in 

the network, all cross layer parameters are calculated 

through all paths in the networks. The authors [7] have 

proposed a novel routing model called ERDB-AODV 

protocol in which remaining energy in the battery and 

energy draining rate are incorporated as additional metrics 

for an optimal path selection.  Thus, the hop count, available 

energy at the node and the rate o f energy  consumption are 

considered as important factors of the path selection. The 

protocol avoids nodes with higher energy consumption and 

lesser energy levels to extend the lifet ime of the network. 

However, this may affect the traffic to traverse a long path 

to reach destination despite successful transfer. 

III. ENERGY-DELAY BASED LOAD BALANCING AODV 

PROTOCOL  

 We have proposed a novel routing protocol Energy-

Delay based load balancing EDBL-AODV which is 

improved fo rm of DBL-AODV and which  considers both 

energy and delay for path selection. EDBL-AODV has a 

modified routing table entry, route discovery and selection 

process. The additional constituents included in EDBL-

AODV are expiration time field, hop count field and 

advertised hop court for achieving maximum possible paths.  

The operation of EDBL-AODV routing protocol can be 

described in Figure 1. 

The source node broadcasts the RREQ packet. For 

immediate nodes with the help of RREQ packet computes 

the minimum unused energy depending on the incurred 

energy consumption and delay. The energy consumed can 

be obtained by the equation:  

EC = Power Received or Transmitted * (8 * Packet size / 

Bandwidth). 

      (  
  

  
)                                (1) 

where,  EC = Energy consumption. 

             P = Power Received/Transmitted. 

             PS = Packet size. 

             BW = Bandwidth. 

 

 The relay nodes enter the delay and calculated energy 

consumption in  RREQ message. They also check sequence 

number for a new route and update the same in routing 

table. The destination node replies to the source node via 

RREP message. During route selection, the same node 

chooses an optimal path possessing lesser delay and 

maximum residual energy. 

 

The delay is calculated in the algorithm is as given below 

 

Delay= (time at which RREQ received at current node) - 

(time at which RREQ sent from previous node)                  (2) 

 

The average delay (Da) is calculated by  

 

                   Da=
      –    

 
                                                        (3) 

where,  Tpr = Packet received time 

             Tps = Packet sent time. 

             T = Total data packets received. 

 

The path selection (PA) process is performed by using 

Ps = Max [∑{(
   

   
) (

   

   
) ………….(

   

   
)}] and Min[∑{(D1) 

(D2) ……………….(Dn)}]                                     (4) 

where,   n = advertised hop count 

              Br = remaining energy in node 

              Bf = full energy in node 

              D = time delay  

IV. PERFORMANCE EVALUATION  

 The effectiveness of EDBL-AODV algorithm is verified 

by comparing it with the AODV protocol algorithm using 

Qualnet simulator. The parameters for all simulat ions are 

shown in Table 1. We change the number of nodes from16 to 

120. For Each node density higher CBR is generated to 

create the congestion. We used five different quantitative 

measures to compare the performance of the proposed and 

existing protocol. In this comparative study, our proposed 

protocol ‘EDBL-AODV’ maintains network life t ime, higher 

throughput, and lesser delay unlike in AODV protocol. 

We fix the packet size as 1024 bytes and change the number 

of node densities from 16 to 120 to observe the impact of 

load and node densities on the network performances. The 

performances of AODV and EDBL-AODV protocols are 

shown in Fig.1 to Fig.5. 
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Table 1.Simulation Parameters 

 
 Fig.1 shows throughput comparison with  respect to 

node density. As the number of nodes  increases, the average 

network throughput of EDBL-AODV is always higher than 

AODV because data transmission is performed based on 

less delay, path having higher residual energy and minimum 

number in less time.  

 Fig. 2 shows that the total number of messages of nodes 

path. Due to less delay, more number o f b its is trans mitted 

received of EDBL-AODV remains higher than AODV with 

different number of node density since packet transmission 

is mainly based on less delay and minimum distance path. 

Due to this consideration, packets are transmitted evenly 

without any occurrence of node failure. Therefore, higher 

amount of packets is transmitted. As shown in Fig. 3, the 

average end-to-end delay of EBL-AODV is lower than that 

of AODV. Since AODV RREQ packet  is modified by 

introducing delay parameter. Routing is performed using the 

delay parameter; less delay path is selected for packet 

transmission. Therefore, end-to-end delay is reduced. For 

the existing model, AODV packet transmission is performed 

based on min imum distance which increases congestion and 

leads to delay, which is even true for Jitter. 

 Fig. 5 shows that the residual energy of EDBL-AODV 

is higher than AODV for different node densities . This is 

because packets are transmitted based on higher residual 

energy, less delay and minimum d istance path. Due to this 

consideration, packets are not queued at nodes which lead to 

less resource utilization and less energy consumption.  
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Figure 2: Variation of throughput v/s node densities 

 
 

Figure 1:  Flow chart of the algorithm 
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Figure3: Variation of total messages received v/s node densities 
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Figure 4: Variation of End to End Delay v/s node densities    
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Figure 5: Variation of Jitter v/s node densities 
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Figure 6: Residual Battery Power v/s node densities 

 

V.  CONCLUSION 

In our proposed work energy efficiency is enhanced 

considerably by reducing routing overhead and delay. 

Comparative study has been carried out with existing 

routing protocol and the results are exh ibited. Simulation 

results showed that the proposed protocol improves 

performance of the network and prolongs the lifetime of a 

WMN in comparison with the standard protocol. On an 

average, there is an overall increase in throughput of 12 to 

14%, total number of messages received 15 to 18%, 

decrease in energy consumption of 4 to 6% and decrease in 

end-to-end delay of 6 to 8% when compared between 

proposed and existing algorithm. 
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India is the second largest food producer in the world. Agriculture plays an important role in Indian

economy. Plants that are grown may experience many diseases which if not detected might lead to

reduction of crops and further leads to the reduction of quality and quantity of plant products to be

delivered to the market. Diseases can occur and the farmer may not be in a condition to identify

the disease and he might be unaware of which pesticide to be used and the precautions to be

taken in order to over-come it in future. This paper describes as how to detect common diseases a

plant might get and the remedies that can be used to overcome them. Convolution neural network

is used to classify the plant diseases and suggesting the remedies.

Keywords: Disease Detection, GUI Interface, Convolution Neural Network (CNN), Raspberry

Pi (3B), Python, Remedies, Pesticides.

1. INTRODUCTION

India is a developing country and Agriculture is the back-

bone of India. According to a survey conducted in 2017–

18, agriculture contributes around 18% to India’s Gross

Domestic Product (GPD). It provides employment to more

than 50% of the country’s workforce. Indians are directly

or indirectly dependent on agriculture which makes it

important to maintain the crops for good production. Tak-

ing care of crops involves detecting the disorder or dis-

eases related to plants and trying to provide necessary

remedies. Monitoring of plants right from the initial stage

should be done in order to prevent the attack of diseases.

Currently the methods that are used to detect diseases are

taken just through naked eye which is not efficient. Plant

disease detection manually is more laborious task and at

the same time provides less accurate results and can be

done in only limited areas. If automatic detection tech-

niques are used, it provides much accurate results in less

time.

Some general diseases seen in plants are bacterial, fun-

gal, late and early blight etc. Tomato plants are prone to

∗Author to whom correspondence should be addressed.

diseases as they are very sensitive. With the help of Con-

volution Neural networks, we can apply this problem to

classify the disease detected and train a model. CNN is

very efficient for image classification. The model is able

to recognise different diseases. Here the features of differ-

ent leaves affected by different diseases are analysed. The

main aim of this paper is to provide better accuracy and

results of the model developed. All the steps involved in

the development of the model has been described in this

paper.

2. PROBLEM ANALYSIS

Now a days crop are less immune and are easily affected

due to drastic changes in climatic conditions or attack of

insects. This problem can be analyzed using CNN tech-

niques by detecting the disease and providing effective

results with good accuracy and speed. Detecting disease

alone doesn’t solve the problem. Remedies can be pro-

vided which can be used to eradicate the problem.

3. PROPOSED SYSTEM

To analyze the affected areas, the samples of leaves are

taken in the form of dataset. The processing of image is
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done using various techniques. The stress is given mainly

on the leaf of the plant. The preprocessing of the leaf is

done in order to classify it as healthy or unhealthy. Once

leaf segmentation is done, the preprocessed features will

be helpful for providing accurate results. Many classifiers

are present in Machine Learning out of which this paper

focuses on Convolution Neural Network for automatic leaf

disease detection. The inputs are taken with the help of a

camera to process the image of the leaf. Now the images

are pre-processed and the result is displayed with the help

of a user interface.

3.1. Data Set

Data set is nothing but the collection of data. It con-

sists of data pertaining to single element. Data set consists

of several images with different attributes with reference

to the element which is leaf in our case. Several data

related to one element comprises of different parameters

which are useful for processing, training and testing. The

dataset in this case has been downloaded from Plant vil-

lage Classification (Fig. 1). This downloaded data set is

raw which has to be normalized to same dimensions. Each

type of disease has been given a particular name for us to

know.

3.2. Preprocessing

1. Shape feature extraction: All the images in the dataset

are not of same size due to which the dimensions are con-

verted to universal measurement for example 250 ∗ 250.

The shape of the leaf is taken into account for processing.

2. Texture feature extraction: The input images are taken

and converted into Gray level matrix to compute the pixel

Fig. 1. Dataset of leaves to train the model.

Fig. 2. A basic convolution neural network model.

value. Contrast, Correlation and homogeneity are taken

into account.

3. Color feature extraction: Color is a distinct feature of

image representation that is invariant with scaling, transla-

tion and rotation. Mean and skewness are used to represent

color as a feature.

3.3. Flow of Work

i. Collect the dataset: Dataset is the pre-requisite at all

stages of disease recognition. The dataset related to leaf

disease detection is downloaded from internet. Here all the

duplicate images are removed. Finally the dataset com-

prises of around 4000 images for training and around 2000

images for testing.

ii. Pre-processing the dataset: Images taken from internet

come in different dimensions and resolutions. Hence pre-

processing involves cropping of the image and focusing on

the leaf by making square boundaries. So that the portion

of the leaf which we are focusing on will be highlighted.

The images taken in the dataset are scaled to 256∗256 for

equal processing.

iii. Splitting the dataset into test and train: One of the

common approaches to measure the performance of neural

2 J. Comput. Theor. Nanosci. 17, 1–5, 2020



R
E
S
E
A
R
C
H

A
R
T
IC

L
E

Mamatha et al. Detection and Analysis of Plant Leaf Diseases Using Convolutional Neural Network

Fig. 3. Block diagram of work flow.

network is to split the dataset into test and train for pre-

diction. The leaves under train are used as inputs to the

model for accuracy. The leaves under test dataset are used

to compare the outcomes of the model.

iv. Training the given model: Here the major technique

used is convolution neural network where there are hidden

layers and there is a dense layer to connect all the layers.

The block diagram of a basic convolution neural network

as in Figure 2.

Convolution Neural Network is a class of deep neural

network which plays an important role in image visualiza-

tion. CNNs have multilayer network in order to minimize

the processing. CNN has an input layer, output layer and

multiple hidden layers. The hidden layers consist of pool-

ing layers, activation function layers, full connected layers

etc. Convolution operation is performed to input layer and

then the result is passed on to the next layer. In pooling

Fig. 4. ReLu (rectified linear activation).

Fig. 5. Status of a leaf suffering bacterial spot.

layer, the output of the convolution layer is taken and the

maximum value is taken as pixel value to the next layer.

All the values do not come in a certain range. In order to

get a normalized value, we use activation function. This

paper describes the use of Relu activation function (Fig. 4)

which maps the value to zero if the input is negative and

maps to the highest value if the input to this layer is

positive.

Fig. 6. Status of a healthy leaf.
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Fig. 7. Accuracy and loss rate during training the model.

A cost matrix function is used to find out the differ-

ence in the deviation of the output. Fully connected layers

are used to connect all the hidden layers to the input and

output layers. In the final layer, since convolution is 2-D,

the input to the final layer is converted to 1-D which is

an array and is compared to the output to form the error

function.

4. RESULTS AND DISCUSSION
This paper depicts how the names of the detected diseases

are displayed to the end user. After all the processing of the

model, the output is displayed with the help of a monitor

and with the use of Graphic User Interface (GUI). The

user has two options to see the result.

i. The user has the option to directly select the image from

the folder where he/she has stored the clicked picture.

ii. The user also has an option of showing the photo from

an external device to a pi camera.

The model is trained to get maximum accuracy and with

minimum loss. Testing is done on valid set of images. The

model is developed so as to give an accuracy of around

95%. This happens in a fraction of a minute while using

Raspberry Pi. In the first go while uploading the code to

raspberry pi, it takes two minutes to train the model. Once

uploaded, for the next input, it takes not less than a minute

to process the information.

Table I. Diseases detected and remedy for the diseases.

sl no. Disease detected Combined mixture ratio

1 Bacterial spot 17:17:17

2 Yellow leaf curl 19:19:19

3 Late blight 14:35:14

There will be a checkbox for selecting the option for

remedies which could be used to improve the quality of the

plant condition. The disease prediction is done by using

appropriate classifier and the disease is predicted. Pesti-

cides are also suggested to improve the yield of the plants

to maintain its state.

The Table I describes the disease detected and the pesti-

cides to be used that are mixed in the following ratio. The

elements used in the mixture are:

• Urea

• Potassium

• phosphorous.

The combination of the above mixture is known as

Trichoderma viride. This mixture is used to medicate

the plants. Using Dilthane-Z-78 or Dilthane-M-45 spray

immunity of the plant can be improved.

5. CONCLUSION AND FUTURE SCOPE

According to various surveys done, there is no proper

solution for suggesting the exact remedies for a particular

disease in plants. This paper suggests the suitable pesti-

cides that can be used to solve the problem and main-

tain the condition of the plant. The main advantage of

this paper is that it suggests the solution to the problem

at a very low cost and not much hardware is required.

The outcome can also be shown in an additional screen

but the cost may increase. The accuracy of the model is

tried to be maintained at a high rate for good possible out-

puts. Python is used to write the programming part of the

work.

The present paper shows the effective features to

describe the affected plant. This can also be improved by

adding on some of the features. Instead of using pi cam-

era, a better resolution camera with a 360 degree view can

be used to provide more accurate results. More datasets

can be included to provide details about more diseases.

The dataset pertaining to this paper deals with tomato leaf

alone as it is very sensitive. Datasets containing to other

leaves can also be collected and included.
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Abstract— Cervical cancer is the fourth-most common cause for death from cancer in women. Efforts are being made to develop more 

efficient techniques for the detection of cancer at the initial stage. Conventional methods require expert pathologists to examine the 

biopsy slide and classify it. In this regard few concerns have risen such as the deficiency of expert pathologists, lack of technical support 

to doctors and also lack of awareness among women especially in rural areas. Hence there is a requirement for an effective and accurate 

system that detects cervical cancer which can be used by health worker to detect cancer at initial stage (as a part of basic health 

check-up). This paper describes and compares two techniques for the cervical cancer diagnosis. The first   method involves extraction of 

key features from complex cytology images using image processing algorithm followed by a neural network classifier with back 

propagation algorithm using MATLAB tool. The major challenge faced in this method is extracting the key features from complex 

images with overlapping cells, which is further used by neural network for classification. The other method is based on deep learning 

that uses inception neural network with tensor flow. A comparative analysis is presented for the same image database which is created 

with a Bangalore based pathology laboratory. The database is of 460 images of which 197 images are cancerous and 263 are 

non-cancerous images. The analysis proved that deep learning method was able to provide better classification results. 

 

Index Terms— Image Processing, Back Propagation neural networks, Convolution Neural Networks, Inception V3, 

Tensor flow 

I. INTRODUCTION 

The fourth most common cause of cancer death in women 

is cervical cancer. Developing countries like India are at a 

higher risk and a major percentage of cervical cancer patients 

are from developing and low income group countries. 

Cervical cancer is caused due to abnormal cells present at the 

cervix which multiplies at a faster rate and grows out of 

control. The cervical cells transform into a precancerous state 

which is stated as Cervical Intraepithelial Neoplasia (CIN). 

Depending on the intensity of the cellular degradation it is 

classified as low-grade CIN and high-grade CIN. Human 

Papilloma Virus (HPV) is the cause for cervical cancer. Early 

detection of HPV can be done using either Pap test or HPV 

test   

  Liquid Based Cytology method (LBC) [3] is one of the 

screening methods for cervical cancer. The samples are 

prepared and diagnosed in a special laboratory. The system is 

more accurate. As cure rate of cancer is closely related to the 

stage of the disease at diagnosis time, with a very high 

probability of fatality if it is left untreated. Therefore, timely 

identification of the positive cases is very crucial.  

Current prevalent method used by pathologists for the 

diagnosis of cervical cancer is to manually observe the 

morphological changes in the cells. Due to limited number of 

skilled and experienced pathologist, the mass screening 

procedure becomes time consuming and costly. Hence an 

efficient algorithm is necessary to provide a technical support 

to the specialists. The Para-medical worker, local health 

visitor or lab technicians may be trained to take the smear and 

prepare the slide. As the number of para-medical workers is 

more, the screening facility may reach masses. Further the 

deployment of the algorithm can reduce the complexity in 

handling mass screening. With mass screening program 

supported with the proposed system, skilled pathologist can 

focus on critical cases only. 

However, the drawback of all the methodology is that despite 

obtaining the samples for the purpose of testing, there is 

always an element of human error and hence this will lead to 

erroneous results. This paper proposes two techniques 

involved for feature extraction and classification of 

overlapping cancerous cells. The first method involves 

extraction of various key features from cervical cytology 

complex images by applying image processing and then 

followed by a neural network classifier with MATLAB tool. 

The other technique uses deep learning network inceptionv3 

that produces a high level of accuracy in classification with 

less processing time (cloud computing).  

 

L Mahanta and K Bora[1]  presents a process using pap 

smear images for the analysis of cervical cancer cells based on 

Nucleus Cytoplasm ratio which is  one of the most important 

feature of identifying the cancer affected cells. Based on the 

value of Nucleus Cytoplasm ratio, a normal and an abnormal 

cell can be identified. This paper concludes Nucleus 

cytoplasm ratio of a normal cell is less compared to an 

abnormal cell. 

An innovative method for automated system for the 

diagnosis of cervical cancer by extracting various features 

from cervical cytology images using MATLAB image 

processing tool [2] is proposed.in this paper the features like 

nucleus-to-cytoplasm ratio, shape and color intensity were 

used to train the neural network using Back-propagation 

Performance Comparison of Conventional 

Neural Networks and Deep Learning 

Network for Cervical Cancer Diagnosis 
 [1] Chandra Prabha R, [2]Seema Singh   

[1] Department of Electronics & Communication Engg., [2] Department of Electronics & Telecommunication Engg.  
[1]BMS Institute of Technology and Management, [2] BMS Institute of Technology and Management 

[1]chandra@bmsit.in, [2] Seemasingh@bmsit.in 
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algorithm. The cytology cells were then successfully 

classified as non-cancerous, low- grade and high- grade 

cancer cells. Nucleus Cytoplasm ratio is very high for 

cancerous cells and less for non-cancerous cells. Depending 

on the shape, the cancer cells are of two types, low-grade 

which are mostly circular   and High-grade which are tapered 

and possess spindle like structure. Cancerous and 

non-cancerous cells have distinctively different color 

intensity distribution. 

  Z. Lu, G. Carneiro, and A.P. Bradley [3] applied an 

algorithm for accurate segmentation of the individual 

cytoplasm and nuclei from a clump of overlapping cervical 

cells. Existing methods do not provide such a complete 

segmentation due to severe overlap and poor contrast. In this 

paper, a scene segmentation is performed to highlight the 

free-lying cells, cell clump and their nuclei. This 

segmentation is performed using a joint level set optimization 

on all detected nuclei and cytoplasm pairs. This technique is 

constrained by the length and area of each cell, cell shape, the 

amount of cell shape overlap and the expected grey values 

within overlapping regions. 

Christian Szegedy et. al. [4] applied deep convolutional 

neural network architecture code called Inception, 

classification and detection in the Image Net Large-Scale 

Visual Recognition Challenge. The architectural decisions 

were based on the Hebbian principle and multi-scale 

processing for optimization of quality. 

Karen Simonyan, Andrew Zisserman [5] investigated the 

effect of the convolutional network depth for accuracy in a 

setting that involves large scale image recognition. Their main 

contribution is a complete evaluation of networks which rises 

in depth using very small 3 x 3convolution filters. 

 

An enormous amount of work is carried out in the area of 

cervical cancer diagnosis using neural network with various 

combination of input features. However, the slides directly 

from the pathologist were not used. This work proposes two 

different approach for the classification of same database 

which is created with a Bangalore based pathology 

laboratory. The first approach of classification involves 

extraction of different key features from cervical images using 

image processing followed by a neural network classifier. The 

other technique uses deep learning using inception that 

produces a high level of accuracy in classification and 

processing time. Based on the comparative analysis of two 

approaches, usage of deep learning network is appreciated for 

this application.  

  

II. METHODOLOGY  

The two techniques i.e. neural network classifier and deep 

learning works with the same data set to classify cervical 

cancer images into cancerous and non-cancerous cells.  

 

The following sections discusses the description of data set 

used and different method of classifier 

DATA SET 

  Data Set has been obtained from a pathologist: 
Total Images  collected 460  images 

Cancerous images 197 images 

Non-cancerous images 263  images 

Image size 2040x1528 

Horizontal and vertical   

resolution 

96dpi 

 

 

A. Technique 1: Image processing and neural networks 

algorithms 

Image processing and neural network algorithm are applied 

to identify cancerous and non-cancerous cells. The following 

steps are involved. The Fig. 1 describes the flow of steps 

involved in the process. 

Pre-processing 

The purpose of pre-processing is to improve the image data 

by suppressing the unwanted distortions or to enhance some 

image features. Using the MATLAB tool, pre-processing is 

done on the images attained. 

 

RGB-to- Grey Conversion  

The input images are of high-resolution and in JPEG 

format. The collected colour image is changed to a grey scale 

image. 

   

Scene segmentation 

There are two stages in Scene segmentation processes: 1) 

The segmentation of cell clumps. 2) The detection of nuclei 

and respective cell segmentation. 

1) Segmentation of cell clumps 

There are four stages in segmentation of cell clumps 

 

Stage 1: Super Pixel Map 

The amount of grey value similarities and spatial proximity 

is determined by finding local maxima using quick shift 

algorithm [14]. The algorithm segments an RGB image by 

identifying clusters of pixels in the joint spatial and colour 

dimensions. Segments are local (super pixels) and it can be 

applied as a base for further processing. Given an image, the 

algorithm calculates a forest of pixels whose branches are 

considered with a distance. This specifies a hierarchical 

segmentation of the image, with segments corresponding to 

sub trees. The informative super pixels can be recognised by 

cutting the branches whose distance label is above a specified 

threshold (the threshold can be either fixed by hand, or 

determined by cross validation). 

 

Stage 2: Edge Map 

The second stage is applying a canny edge detection on this 

super-pixel map to detect super-pixel edges and removes most 

of the background data. Canny edge detection provides good 

detection, clear response and good localization. 

 

Stage 3: Convex Hull and Clump Boundary 

To find candidate cell clumps, the third stage applies an 

unsupervised binary classifier, where the classes are 

“background” and “cell clump”. The first assignment is 

provided by building a convex hull around the connected 

components of the edge map computed in stage 2. 

 

 

Stage 4: Clump Boundary Using Gaussian Mixture Models 

Gaussian Mixture Models (GMM) starts with an 

initialization step which will be the convex hull input from 

stage 3, which assigns the parameters to values based on the  
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Fig.1. Different stages involved in image processing and neural 

networks  

data. Then, the model iterates over the Expectation (E) and 

Maximization (M) steps until the parameters estimates 

converge; where Expectation is given by stage 2. 

The result of the convex hull map stage is taken and 

re-estimated using the GMM. This is iterated until the GMM 

is stable. In practice, iterating this re-estimation process 10 

times produces stable results. At the end of this step the 

cytoplasm boundaries will be obtained. As the number of 

iterations for noise removal increases, processing time also 

increases.    

 

2.      Nuclei detection and cell segmentation 

 

Nuclei detection 

Nuclei can be described by comparatively low grey values, 

similar texture, and circular borders. The nuclei detection is 

primarily an experimental procedure using a thresholding 

function. After this step all the nuclei of a particular image 

will be detected. This is then labelled as Nuclei mask and 

used for later processing.  

 

Cell Segmentation Using Joint Level Set  

The segmentation of overlapping cells uses the set of nuclei 

described in previous section as the initial guess for each 

level set function. Level Set can be used to efficiently 

address the problem of curved surfaces/edges propagating in 

an implicit manner. Thus, by using the nucleus as the initial 

guess(actual contour), and the obtained cytoplasm mask 

after GMM as final guess, about 40 or more iterations are 

performed to get the  required accurate cytoplasm mask. For 

each iteration cytoplasm is considered to be an ellipse. 

  B.   Feature Extraction  

Different features need to be extracted from each 

segmented cell. The extracted features are put in a proper 

vector form which is used to train the neural network for 

further classification. Presented in Fig.5. 

  The pre-processing steps, Nuclei Mask and CytoMask, 

have to undergo before feature extraction using the steps. 

Presented in Fig. 2. 

 

Step 1: CytoMask is complimented such that detected 

Cytoplasm is given by bit 1(white) and background is given 

by bit 0(black).NucleiMask are such that detected nucleus is 

represented by bit 0( black) and background is represented 

by bit 1(white).  

 

Step 2: CytoMask and NucleiMask are given as inputs to the 

AND function to get a Fused image. Thus, each individual 

cell is obtained separately. 

 

Step 3: The Fused image and NucleiMask are given as inputs 

to XOR function to get nucleus of each cell separately. 

Features of Nucleus can be extracted. 

 

 Step 4: From step 2, on applying fill holes function,      

 cytoplasm of each cell is extracted separately. Features of  

 cytoplasm can now be extracted.  

                                    

The pre-processing is followed by the feature extraction 

which are used to distinguish between the cell images.  

Nucleus-to-Cytoplasm ratio: Separation of the nuclei from 

the cell involves the following steps: a) converting the RGB 

image to grey- scale, applying a ‘Gaussian’ filter and setting 

a threshold to separate nuclei. The threshold value is set by 

observing the intensity values of the nuclei using ‘impixel’ 

function in MATLAB. Area of nuclei and cell is calculated 

using ‘regionprops’. Ratio of these areas are calculated. A 

threshold value for the ratio is set to distinguish cancerous 

and non-cancerous cells.  

 

 

 

Fig. 2. (a) Nuclei Mask (b) Cyto Mask (c) Fused Image 

 

The key features extracted are shape, area, perimeter, 

eccentricity, solidity and extent   

 

Shape: The ratios of major-axis length and minor-axis 

length of the cell is computed. Presented in Fig.3.  

 

Pre-processing  

1) RGB to grey conversion 

2) Scene segmentation 

                 A) Segmentation of cell clumps  

   i) Super pixel map  

   ii) Edge map 

   iii) Convex Hull and clump boundary 

                   iv) Clump boundary using GMM 

                B) Detection of nuclei and respective cell segmentation 

                             Nuclei detection  

                             Cell segmentation using joint level set 

 

      Input   images data set 

Feature   extraction: 

        i) Nucleus to Cytoplasm 

        ii) Shape  

        iii) Area 

        iv)  Perimeter 

         v)Eccentricity 

        vi)Solidity   

        vii)Extent 

 

 

 

 

 

Neural network classifier  
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Fig. 3. Major and Minor Axis indicated for a cell  

Area: It is the degree of entire number of pixels present in 

each cell  of   the image. Presented in Fig.3. 

 

Perimeter: It is distance around the boundary of the region. 

Its obtained computing the distance between each adjoining 

pair of pixels around the border of the region. 

 

Eccentricity: It is a scalar whose value is between 0 and 1. It 

is the ratio of the distance between the foci of the ellipse and 

its major axis length.  

 

Solidity: It is a scalar specifying the proportion of the pixels 

in the convex hull that are also in the region. Convex hull is a 

p-by-2 matrix that specifies the smallest convex polygon that 

can contain the region. Each row of the matrix contains the x- 

and y-coordinates of one vertex of the polygon. 

 

Extent: The ratio of pixels in the region to pixels in the total 

bounding box is specified as extent which is a scalar. 

 

C    Neural Network Classifier 

     Back propagation algorithm is used as a classifier. The 

method gradient of a loss function is computed with respects 

to all the weights in the architecture. The computed gradient is 

fed to the optimization method to update the weights 

continuously in order to minimize the loss function. 

Propagation and Weight update are two phases of back 

propagation. Presented in Fig.8. The other types of cancer can 

also diagnosed using neural networks [9].    

 

 

D     Technique 2: Deep learning networks 

 

Deep learning is a model which uses neural network 

architecture to classify the images directly. Conventional 

neural networks contains only 2 or 3 layers, while deep 

networks can have more layers.  

 

Convolutional Neural Network (CNN) is a powerful tool 

that can classify visual inputs into different classes [4]. The 

CNN is widely successful in the task of classification is 

because the network can be modelled on animal visual 

perception to perform classification [5]. 

 

CNN contains an input layer, an output layer, and many 

hidden layers in between. The Feature Detection Layers 

implements convolution, pooling, or rectified linear unit 

(ReLU) operation which are executed repeatedly over tens or 

hundreds of layers, with each layer detecting distinct features. 

Convolution lays the input images through a set of 

convolutional filters, each of which initiates certain features 

 

Fig. 4. Comparison of Inception V3 with other CNN models 

from the images. Pooling performers nonlinear down 

sampling to reduce the number of parameters that the network 

needs to learn about. Rectified linear unit (ReLU) permits for 

faster and more effective training by mapping negative values 

to zero and maintaining positive values. After feature 

detection, the next task is to classify.  

 

The a fully connected layer (FC) which outputs a vector of 

N dimensions where N is the number of classes that the 

network will be able to detect. This vector contains the 

possibilities for each class of any image being classified.  

 

The last layer of the CNN architecture uses a softmax function 

to provide the classification output.    

 

CNN has less processing time (cloud computing) compared 

to other image classification methods. Hence the filters are 

learned instead of being hard-coded in traditional algorithms. 

In this regard, the Inception V3 which is one of the best image 

classifier among CNN. The Fig. 4. presents an understanding 

into the performance of the Inception V3 with respect to other 

CNN models. 

 

Architecture of inception V3 

 

Inception V3 is one finest image classifiers in CNN [4]. 

Deeper and wider networks improves the quality of the 

network.  

Computational cost in Inception is lower in comparison to 

other CNN’s [12]. Inception networks are applied in 

processing large amount of data at practical cost or situations 

where memory or computational capacity is limited.  

It is certainly possible to mitigate parts of these issues by 

applying specialized solutions to target memory use, or by 

improving the execution of certain steps through 

computational tricks. These modification comes with added 

difficulties. Furthermore, these methods may be applied to 

enhance the Inception architecture and increase the efficiency 

gap. 

 
Fig. 5. Convolutional neural network architecture 

http://en.wikipedia.org/wiki/Loss_function
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E     Labelling the Images 

 

One of the visual clues to detect a cancerous slide is the 

nucleus to cytoplasm ratio, which is very high for cancerous 

cells. Another thing to note in the images is the dense 

clustering of the cells which is common for cancerous cells.  

The neural network is been trained to classify two classes 

cancerous and non-cancerous. The images are trained using 

Supervised learning algorithm, wherein the images are 

labelled and the classifier learns the special features from the 

images fed to it [7]. 

 

F     Training the Architecture 

 

The network is trained for 1500 steps which results the 

cross entropy of 0.13201, which is the loss function in 

machine learning and optimization [8]. Increasing steps 

results in smaller cross entropy values, leading to more 

accurate results.  

 

 

III.   RESULTS 

 

A  Conventional Neural Network 

  In this method, processsing time  and computational  

required for the classification of images is high,intermediate 

image processing results can be verified. Here each cell can 

be classified separately as cancerous/non-cancerous. 

Processing of complex images consumes huge amount of 

time. The Fig.6. describes the outputs of each stages of 

method 1 

 

 

 

 

 
 

 

   

 
Fig. 8. Neural Network Classifier: (a) Neural Net Training, (b) 

Cancerous Image,(c) Non-Cancerous Image 
 

 

B      Deep Learning Network 

 

The result of the classifier is very accurate with less 

processing time and computational cost. By increasing the 

number of steps smaller cross-entropy can be achieved, which 

results in better outputs i.e. at step 1499, the cross entropy is 

0.013201. 

  
Fig. 9. (a & b) Result scores of Cancerous Image and non-cancerous 

Image 

 

 
 

Fig. 10. Performance Curve Of Training Process 

                          Fig.7. Features Extraction 

Fig. 6. (a) Input data  (b) Super Pixel (c) Edge Detection (d)Convex  

Hull  (e)GMM output (f) Detected Nuclei, (g to t) Segmented cells 
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C     Comparative analysis of simulation results 

 
 

TABLE I. Comparative analysis of two approaches 
 

 

The two methods   have been explored for the classification 

of images as cancerous or non-cancerous. A comparative 

study of the same for the parameters like processing time, 

computational cost, platform, cloud support, etc. is presented 

in the table I. 

 

From the table I, it is observed that Inception Neural 

Network is the better than conventional neural networks. Due 

to low processing time and high accuracy, inception neural 

network is able to process highly complex cervical images 

with large number of clumps and nuclei  

 
 

CONCLUSION 

 

The cervical cancer diagnosis is done with the manual 

observation of morphological changes in the cells, which 

is very subjective and rises several concerns. 

Implementation  of  neural  network  algorithm  and  deep 

learning network  in cervical cancer diagnosis  for 

classification of complex images with overlapping cells 

image into cancerous  and non-cancerous cells   can 

reduce critical  problems  faced by pathologists. This 

paper presents a comparative analysis of biomedical image 

classifier for cervical cancer using two different methods for 

the same dataset of images created with a Bangalore based 

pathology laboratory. The database has 460 images out of 

which 197 images are cancerous and 263 are non-cancerous 

images. 

  

Conventional Neural network method uses image 

processing algorithm to extract features from complex images 

with overlapping cell. The key features extracted are area, 

perimeter, eccentricity, nucleus-to cytoplasm ratio, major 

axis-to-minor axis ratio of the cells. Further, extracted 

features are fed to neural network architecture with the 

structure of 8-20-1. After training, the best performance goal 

(error) of 0.0738 was achieved. Further the trained network 

was tested on the unknown cell images to achieve significant 

accuracy. However, it faces a major issue in extracting the 

feature from overlapping cells and influences the 

computational time due to hardware constraints. Deep 

learning is computationally intensive and complex. However 

it is capable of giving better accuracy for highly complex 

images with overlapping cells also. With the support of Cloud 

computing, deep learning network classifies images 

as   cancerous and non-cancerous with less processing time 

and computational cost. By increasing the number of steps 

smaller cross-entropy is been achieved, which results in better 

output. The deep learning network provides a good accuracy 

and is robust in comparison with the other image processing 

techniques used. In order to assist pathologist and to support 

mass screening with reduced human error, the deep learning 

network can be used on site. This method can also be used to 

classify other kinds of cancerous cells after training with those 

respective cell images. 
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Abstract— The increasing mortality rate in the women 
population is mainly due to breast cancer. Diagnosing breast 
cancer in its early stages will always remain crucial. Hence 
identifying and treating the disease at the earliest will increase 
the possibilities of survival. Recently, by using ultrasound images 
a computer-aided diagnosis (CAD) system is being developed to 
help radiologists to attain higher accuracy for identification. 
Normally, a CAD system comprises of different phases such as 
pre-processing, segmentation for regions of interest, feature 
selection & extraction, and last phase is to do classification. This 
paper illustrates the various methods used to deploy an 
automated CAD system development for the early identification 
of cancer disease. In this paper, various approaches used are 
abridged and their pros and cons are compared. The 
performance evaluation of the CAD system is also depicted as 
well. The dataset of breast cancer histology images (BACH) 
is made available to participate in a grand challenge aimed 
at the classification of microscopy and whole slide images, 
whereas it is made publicly available for the challenge to 
promote further improvements for developing an 
intelligent classification system in digital pathology. 
According to the number of diagnostic classes and image 
types (Microscopy and whole slide images), an intelligent 
system is implemented for initial detection for deploying a 
proper treatment for breast cancer. 
 

Keywords: Breast Cancer, Histology images, CAD, BACH, Microscopy, 
Whole slide images; 

I. INTRODUCTION 

Breast cancer is considered as the most commonly 
observed cancer among women, where it reaches 
approximately 2.1 million women per annum, and also leads 
to the enormous death rate. Approximately 627,000 women 
[1] with breast cancer died in the year 2018. Breast cancer 
disease has increased amongst women in more progressive 
areas and it is increasing in every place globally. The 
estimated number of breast cancer rates by 2030 in the U.S. is 
expected to be 50 percent higher related to what it was in 
2011, with calculated 441,000 breast cancer circumstances in 
15 years, as per a novel study carried out by the National 
Cancer Institute (NCI). 

  To decrease breast cancer rates and survival, early 
detection remains as a critical part. Early detection approaches 
focus on providing a suitable method for cancer treatment by 
reducing difficulties to upkeep and/or refining access to actual 
detection services. The important technique is to escalate the 
percentage of breast cancers recognized at an early phase, 
letting additional effective treatment [2] be used and stopping 
out from the dangers of fatality from breast cancer. Screening 
extensively includes testing women to discover cancers before 
any noteworthy indications that make an appearance. Various 
techniques have been made use of as tools of breast cancer 
screening encompassing breast self-exam, clinical breast 
examination, and mammography. 
               It is noticed that the mammography technique uses   
X-rays to identify irregularities within the breast. It is essential 
to decrease breast cancer deaths by approximately 20% in 
high-resource samples. clinical breast exam (CBE) is an 
inspection of both breasts of women made by expert health 
professionals. Clinical Breast Exam appears to be a very good 
method for the initial diagnosis of breast diseases. Invasive 
breast cancer occurs when irregular cells from inside the milk 
ducts or lobules feast [3] out into neighboring breast tissue. 
Cancer cells due to abnormality can spread from the breast to 
other parts of the body through the lymph nodes or the blood 
canal. They may spread both initial in the process when a 
tumor is insignificant or far ahead once it is large. 
 
            In 2019, the death rate was assessed amongst men and 
women in the U.S. there were [4]: 

                                Table 1. Depicts Breast Cancer History 

 

Gender 

Estimated 

Invasive Breast 
cancer  

 

Cancer deaths 
rate 

 

Women with breast cancer disease 

 

2,68,600  

 

41,760 

Men with breast cancer disease 2,670 500 

A. Related work 
According to the number of diagnostic classes and image 

types (Microscopy and whole slide images (WSI)), an 
intelligent system is developed for early detection and 
treatment of breast cancer which benefits our societies.  
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B. Histology and whole slide images (WSI) 
Developed a system [5] that classifies WSI of breast 

biopsies into five different diagnostic categories. The initial 
step was salience finding utilizing a pipeline of four 
consecutive fully connected convolutional neural networks for 
multi-level classification. The second approach was a patch-
based multi-level convolutional network for analysis. The 
final step was the saliency and classification plots are attached 
for pixel-wise labeling and slide level classification. 
Investigations using 240 whole slide images (WSI) exhibited 
that both classifier networks and saliency detector achieved 
improved than contending algorithms. The novelty of five 
different diagnostic classes is a problem that is discussed 
which is significant for the clinical applicability of CAD.  
This paper [6] explores the challenging of breast tissue 
arrangement of histology images. The main goal is to 
categorize histology images into four different classes such as 
benign, normal, In-Situ and invasive carcinoma. Because of 
the high resolution (HR) of an individual image in the training 
dataset, a patch-based technique is implemented which 
consists of two successive convolutional neural networks. The 
proposed technique gives 95% validation accuracy on the 
validation set. The model is trained using [7] BACH dataset. 
The microscopic image dataset was accessible at 
https://iciar2018-challenge.grand-challenge.org/dataset/. 

 
 

 
                     (a) Benign                             (b) In situ 

 

 

                    (C) Invasive                         (d) Normal 

Fig.1. Sample histology images of ICIAR 2018 challenge on 
Breast Cancer Histology [11] (BACH) 

 
In this paper, the computation approach [8] based on 

deep CNNs is developed for the categorization of H&E 
stained microscopic images of very small training data. A 
strong data augmentation technique is used for training with a 
deep convolutional neural network for feature extraction. The 

testified results are better for the automated investigation of 
breast cancer. 

To improve the sensitivity [9] of the benign and 
normal predicted classes of data by designing a Dual Path 
Network (DPN) which can be used to extract different 
features. To refine prediction the extracted feature is sent to 
the second layer of ensemble prediction fusion using GBM, 
logistic regression and SVM. The result shows that 12.5% 
development compared to the earlier methods. 

In this paper, a transfer learning-based [10] method is 
used for breast histology image categorization into four tissue 
subtypes specifically normal, benign, in situ and invasive. 
Using 3-fold cross authentication a classification accuracy was 
estimated. The inception-V3 network attained an average test 
accuracy of 97.08% for four different classes of data when it is 
compared to the ResNet50 network, an average accuracy of 
96.66% was achieved. There is an opportunity that malignant 
cells are existing in only a small part of the image, while the 
rest of the image represents healthy or benign tissue. Such 
instances lead to high false-negative rates. Future work is to 
address this constraint by inventing an appropriate substitute 
method. 

In this paper [11] two different architecture is 
proposed in that the first method is single task CNN which can 
be used to predict benign/malignant and second method is 
multi-task CNN which can be used to predict both 
benign/malignant along with image magnification level. 
CNN's are more capable in breast cancer microscopic image 
classification and the dataset is the main problem to get more 
robust models. The stain normalization, splitting the network 
before the last fully-connected layer and deeper architectures 
for future work could be investigated.  

In this paper [12] the performance of four well 
known deep learning network architecture is evaluated such as 
GoogLeNet, AlexNet, VGG16, and FaceNet. The two deeper 
networks such as GoogLeNet and VGG16 achieved the best 
patch-based classification performance. Deep network 
structure such as GoogLeNet is generally faster and more 
stable than VGG16. 
With the advent [13] of WSI scanners, which performs high-
throughput and cost-effective histopathology image 
digitization. The most difficult aspect is the segmentation of 
nuclei in breast cancer microscopic images is the identification 
of each nuclei when they are clustered very closely with each 
other and overlap. 

C.  Challenges 

The Grand challenges help in the development of new breast 
cancer CAD methods to detect breast cancer at an earlier stage 
which benefits our societies.  

                    II.DIAGNOSIS MODEL FOR BREAST CANCER 
During preprocessing a background artifact will be reduced in 
an image and filtering technique is used to reduce noise in an 
image for image enhancement. In segmentation for the region 

Proceedings of the Second International Conference on Innovative Mechanisms for Industry Applications (ICIMIA 2020)
IEEE Xplore Part Number: CFP20K58-ART; ISBN: 978-1-7281-4167-1

978-1-7281-4167-1/20/$31.00 ©2020 IEEE 20

Authorized licensed use limited to: BMS Institute of Technology. Downloaded on June 03,2020 at 05:52:42 UTC from IEEE Xplore.  Restrictions apply. 



of interest is used to detect a mass, microcalcification, and 
tissue. 
The output of the segmentation is given as input to feature 
extraction for selecting the best features to improve accuracy. 
Identified ROI using segmentation method is examined 
independently for special characteristics like analyzation of 
different gray levels in [14] the region of interest, the texture 
of the region which is selected, analyzation of location, Size 
and Boundary in the region of interest and patterns that are 
found in the selected region of interest. The model is trained 
using training data and later it can be tested with testing data 
for validation. The classification algorithm can be designed to 
distinguish between the different classes of data. 

 
 

Fig. 2. Model for early detection of Breast Cancer. 

III. TECHNIQUES USED FOR BREAST CANCER DETECTION 

A. Decision Tree (DT) 
For diagnosis, a machine learning algorithm called decision 
tree algorithms is extensively used in the medical field to 
categorize the clinical data. A feature selection [15] method 
can be used to increase the classification accuracy.  
 
B. K-Nearest Neighbor (KNN) 
 The K-nearest neighbor’s algorithm is a very simple method 
theoretically and implementation-wise compared to other 
methods that can be used to perform this task. The KNN 
algorithm gives the 1.17% improved [16] classification result 
compared to the earlier results for this problem. A few 
drawbacks of the KNN approach are (a) it is required to store 
all the training data and may take a lot of space (b) it needs 
more time to do testing. 

C. Artificial Neural Network (ANN) 

The important refrain used in this paper [17] is that ANN has 
confirmed to be a motivating and valuable substitute handling 
approach. Artificial neural network techniques still are not 
something mystic results with spiritual capabilities that work 
without any good programmer. In early detection and 
diagnosis of breast cancer, the programmer must understand 
their proficiencies and restrictions [18] that can be applied 
efficiently to various difficulties that may be incurred during 
cancer detection. Artificial neural networks have various 
applications in the detection of cancer like liver cancer, lung 
cancer, and Breast cancer. 

D. Support Vector Machine (SVM) 

    In this method [19] a machine learning technique to do 
classification tasks such as Support Vector Machines (SVMs) 
is used for the prediction and identification of breast cancer. 
The paper offers the execution details along with the 
consistent results for all the evaluated classifiers. So many 
relative works of literature were carried out concerning both 
the forecast and analysis problem representing the superiority 
of the planned SVM algorithm in terms of sensitivity, 
specificity, and accuracy. The SVM classification algorithm 
was instigated for the diagnosis of Wisconsin Diagnostic 
Breast Cancer datasets. The obtained accuracy with this 
technique was about 97% along with specificity and 
sensitivity indices were also instigated which gave satisfactory 
results.  

E. LS-SVM 
In this paper [20] the importance of the LS-SVM was 

inspected using various methods such as k-fold cross-
validation, confusion matrix for false negative and positive 
find outs, classification accuracy, sensitivity, and specificity. 
The classification accuracy was obtained about 98.53% and 
gives very good accuracy results compared to other 
techniques. The new intelligent system can be designed using 
LS-SVM which can make an effective analysis of data. 

 
F. K-SVM 
   A hybrid of k-means and SVM (K-SVM) [21] methods can 
be used to extract suitable information from the data inputs 
and further this can be helpful for the diagnosis of the breast 
lump. The K-SVM algorithm can be used to identify the 
hidden information of the malignant and benign tumor very 
distinctly. The association between the various class of data 
needs to be analyzed thoroughly to obtain very good accuracy. 
Then a very good classification technique such as SVM is 
used to obtain good accuracy. Using a 10-fold (K-fold) cross-
validation this method improves the accuracy of 97.38%. 
Which is verified on the WDBC dataset. During the training 
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phase, breast tumor features of about six were extracted from 
the original 32 different features.  

G. RS_SVM 

  Feature selection tool such as RS reduction algorithm is used 
to eliminate the superfluous features and further by using 
SVM [22] the diagnostic accuracy can be improved. The 
proficiency of using this algorithm is noticed on the WBCD 
dataset using ROC curves, Specificity, Accuracy, Sensitivity 
and Confusion matrix. The RS_SVM algorithm results suggest 
that not only it provides very good accuracy but also identifies 
a grouping of five useful features that can give a small clue to 
the doctors for breast cancer diagnosis. 

H. FS_SVM 

In this paper, SVM based classification along with 
[23] feature selection is proposed for breast cancer 
identification. The training and testing model was created 
using WBCD which is used by the researchers who use 
machine learning techniques for breast cancer detection and 
diagnosis. The performance matrix was analyzed which is 
associated with accuracy, specificity, sensitivity, confusion 
matrix, and ROC curves. The result shows that about 99.5% 
classification accuracy was obtained using the SVM model 
that includes five features and this is very important compared 
with earlier obtained results. 

Table 2.  Systematic observation of various classification methods  

Author (Year) Method Classification 
accuracy (%) 

Mehmet Fatih Akay 
(2009) 

SVM-based combined with 
feature selection (Five 
features) 

99.51% 

Polat and Gunes 
(2007) 

LS-SVM (10xCV) 98.53 

Hui-Ling Chen  et al. 
(2011) 

RS-SVM (Subset of five 
features) 

99.41 

 

Bichen Zheng et al. 
(2013) 
 

K-SVM (10-fold cross 
validation) 

97.38 

 

Murat karabatak et 
al. (2009) 

 

AR+NN Model (3-fold cross  

validation) 

95.6 

Bennett and Blue et 
al. (1997) 

SVM algorithm (5-fold cross 
validation) 

97.20 

 

Setino (2000) Neuro-rule 2a (training: 50%, 
testing: 50%) 

98.10 

 

IV. DISCUSSION 

    Black women having age less than 60 years old are more 
prone to Breast cancer and it is higher when compared with 

white women. Breast cancer is more amongst [24] white 
women having age more than 60 years and less associated 
with black women. Among white women, death incidences 
were reduced to 2% per year and among black women, it is 
reduced to 1% per year. This is a large variance in the 
percentage rate decrease of deaths among black and white 
women. Cancer identified at the last stage for black women 
due to various reasons compared to white women. Black 
women were diagnosed with about 45.7% in the more curable 
stage when it is compared with white women.  

 The collected data suggest that both white and black 
breast cancer patients in regions with lesser income values 
/average education are recognized at a later stage of disease 
when compared to patients in regions with higher income 
values /middle education. Compared to white women, black 
women had very little chance of detecting breast cancer 
disease. These collected data confirm that women of very poor 
socioeconomic grade benefit from mammography screening. 

 As the density of Breast growths, it becomes very 
problematic to notice minor cancers with mammography as 
cancers have a similar X-ray attenuation as fibro glandular 
breast tissue. As anticipated, breast density increases result in 
a decrease in the sensitivity of mammography. The 
mammography sensitivity for a woman with nearly completely 
fatty breasts denoted as ‘Dense-1’ is 88% as associated with 
[25] almost 82% for women having dispersed fibro glandular 
densities which can be denoted as ‘Dense-2’, 69% for women 
with heterogeneously dense breasts denoted as ‘Dense-3’, and 
62% for women having extremely dense breasts denoted as 
‘Dense-4’. It is noticed that women having a density of breast 
75% or more were likely to have breast cancer about 17.8 
times extra compared with women having breast density 
which is less than 10% detected within one year of the last 
screen examination. This is suggestively improved danger of 
breast cancer within a year of a mammography screening.  

Table 3.  Comparison of different classification algorithm [26] 
 

Classification algorithm Accuracy (%) 
Multilayer Perceptron 96.70 

KNN 96.27 
Classification regression trees 93.62 

Gaussian Nave Bayes 96.42 
SVM 98.24 

 
Mathematically, we can represent the accuracy of the 
classification algorithm to evaluate the performance of each 
classification algorithm. 

 Accuracy = (x/n) X 100% 

    In some recent research, the paper author mentioned that 
women having a density of breast which is greater than 75% 
had a 3.25-fold possibility of occurrence of breast cancer [27] 
compared with women having breast density less than 5%. A 
biopsy is one of the best methods which can be used to detect 
breast cancer. When a biopsy is done an expert radiologist 
uses a specialized needle device to extract a small amount of 
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tissue from the ROI or doubted area directed by X-ray or 
Ultrasound imaging. A difference can be visualized 
concerning the dense and non-dense breast as shown in fig. 2. 
It is investigated through a thorough study of the number of 
incidences of cancer among black women is more compared to 
white women. The reason behind this is due to illiteracy, less 
awareness about breast cancer and various socio-economic 
problems. In the rural side, women are more prone to breast 
cancer due to less awareness about the disease. 

Table 4.  Summary of different techniques with limitations 
and solution 

Method     % 
Accuracy 

Limitations Solution 

Classification 
Improvement 
through feature 
selection using 
KNN, [28] Linear 
discriminant 
analysis and 
probabilistic   
neural network  

99.17 The standard 
deviation of the 
average retained 

features decreased 
as the training 

proportion 
increased 

Recommended to 
use the KNN 

algorithm with as 
much data to train 

the model as 
possible 

A hybrid [29] 
approach using 
linear 
discriminant 
analysis (LDA) 
and then applying 
the new reduced 
feature dataset to 
SVM 

98.82 Less disease option 
and 

A less practical 
method for 

assisting doctors 
with a quick 

second opinion 
 

Integrating 
significant 

dimensionality 
reduction methods 

with ML 
classification 

Sigmoid based 
Naïve Bayes [30] 
algorithm 

99.20 SVM with sigmoid 
shows worse 
performance  

Proper feature 
selection methods 
must be used for 
the realization of 

the algorithm 
Majority based 
voting [31] 
mechanism 

99.42 Performing 
accurate 

classification 

To evaluate 
different feature 

selection 
algorithms to 
determine the 

smallest subset of 
features in 
accurate 

classification 
ANN with [32] 
logistic algorithm 
for diagnosis & 
detection of 
breast cancer 

98.50 Large features are 
effect on the cost 

of model 
implementation 
only 16 features 

are used 

In the future, we 
can try on all UCI 
and achieve the 
best accuracy 

V. CONCLUSION AND FUTURE SCOPE 

 The literature review is carried out to understand the 
development procedure of CAD systems for the detection and 
analysis of single and multilevel breast cancer disease. 
Various techniques to classify with the WBCD dataset using a 
machine learning algorithm is been explored in this paper. It is 
noticed that the support vector machine learning algorithm 
gives the best result to classify the early identification of 
breast cancer. Some limitation of using ultrasound, 
mammography image classification is also discussed. It is 
possible to improve the accuracy to 99.8%, which was 

achieved using SVM single or hybrid technique to reach 100% 
accuracy. It is noticed that by using ANN, the MRI delivers  
100% accuracy [33] in the early identification of Breast 
cancer. This paper has also surveyed some limitations on 
using mammography, ultrasound and MRI scanning images 
for the early detection of cancer in the case of the dense breast. 
Besides, using SVM with feature extraction is a new place 
[34] for future research work. We have noticed that from so 
many research papers the histology based image classification 
is observed as the best method in early detection and proper 
treatment for breast cancer. BACH is arranged in a systematic 
way to promote research for automatic breast cancer 
microscopic and whole slide image analysis. By increasing 
[35] dataset with more trained labels using data augmentation 
technique has the promise to increase the training accuracy. 
The proper CNN design is required to attain high performance 
in the case of H&E stained image analysis. It is observed that 
color normalization is not crucial to achieving high accuracy. 
Proper training with the data augmentation technique is 
required to infer the correct class of data and to reduce the 
misclassification of data. At the outset, the present deep neural 
network methods have problems dealing with large, HR 
images and further improvement on development approaches 
for whole slide image analysis is required. In the future, it is 
required to design and implementation of a deep neural 
network such as MobileNet using FPGA with large data sets 
with additional comprehensive training labels that have the 
potential to result in systems that are beneficial to the 
pathologist in clinical applications. Even though MobileNet 
architecture gives little less accuracy compared to all other 
methods discussed above but for fast processing and mobile 
application it is required to classify different classes of data 
using 7 series FPGA kit such as Kintex-7. The Grand 
challenges help in the progress of new breast cancer CAD 
approaches to detect breast cancer at an earlier stage which 
benefits our societies.  
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Abstract 
A minor node with wireless communications, computation capabilities, sensing Applications 

in the field of Wireless sensor network has broadened in various fields. These applications 

necessitate precise information gathering and also unremitting, expanded active service. 

Overall energy consumption is one the noteworthy impact of sensor networks in routing 

protocol. Appropriate Energy. Efficient routing algorithms require characteristics of 

networks to be inherited. Because of limited resources in WSN, increasing the lifetime of the 

network will always have a great interest. A large amount of the sensor node’s energy is used 

for data transmission to base station. Consequently, the energy drains more rapidly. In this 

project, Agglomerative cluster   based approach is used between sensor nodes, base station 

and gateway nodes to reduce the energy used by the cluster heads. It was proved that the 

efficiency of the network lifespan, residual energy of network has been improved in the in the 

simulation results. The performance of WSN of the proposed scheme is compared to other 

routing scheme and it shows improvement in the WSN. 

 

Keywords: WSN, cluster head, sensor node, LEACH. 

1. Introduction 

Major developments in digital signal processing (DSP) which has led to growth of 

micro-sensors. Previously few industries use wired sensors; implementation provides 

deployment of sensor nodes more viable than before. Previously, there has been study 

regarding applications of WSN such as agricultural field, vehicle monitoring, machine 

monitoring, military surveillance and home automation. Many researches are undergoing 

considering the power constraints in WSNs by large deployment of sensors. To ensure 

real-time and reliable data transmission. Recently there has been exposure in the field of   

WSNs and their applications because they are easy to deploy and are of low cost, have 

flexibility. A WSN have distinctive set of resource curtailment like limited battery power, 

processing ability and limited communication bandwidth. Since sensors are battery-

powered, energy efficiency is of vital importance in WSNs. Algorithms are used to solve 

the problem of power constraint without altering the standard. Local collaboration among 

sensors, suppression, data compression, redundant data, avoidance of direct transmission to 

far distant sensors are of the major factors that influence algorithm designers to device 

unique distributed, scalable and energy competent solution for WSNs. 

In common, the sensor nodes measure environmental conditions. The sensor node 

extracts some useful information by processing the raw sensor signals. The output of this 

processed signal is transmitted the through direct communication or multi-hop 
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communication with access point across other sensor nodes. In some situations, repeaters 

(RPs) are used for multi-hops, to support sensors installed outside the radio range. One of 

the components of WSN is the base stations which have more energy, computational, 

communication resources. Forwarding of data from wireless sensor network on to a server 

is done by the BS which acts as a gateway. Energy is a limited resource of WSN, and it 

determines the lifetime of WSNs. The computation subsystem has less energy consumption 

when compared to the communication subsystem. The energy required for transmitting one 

bit may consume as same as executing a few thousands instructions. Hence, 

communication must be traded for computation. In different environment, together with 

remote and hostile regions, in which ad-hoc communications are the key element of WSNs 

that is to be deployed in large numbers. Due to this reason, algorithms and protocols should 

concentrate on the subsequent issues: 

▪ Lifetime maximization: Sensor nodes must be energy efficient and consumption of 

energy of the device should be less due to the limited energy resources. The radio power 

supply when not in use should shut off  to conserve power of the node 

▪ Fault tolerance and Robustness. 

▪ Self-configuration. 

 

2. Existing Systems 

In this system [2] Network is divided into areas as per geographical locations based 

on clustering for Cluster Head (CH) selection and formation in WSNs. CH. The cluster 

head energy level reduces after several trials because of more energy consumption. The 

data is forwarded to base station after aggregating at cluster level. Hence, it is no more able 

to be a cluster head. Thus, formation of cluster takes place when CH remaining energy is 

below threshold goes; hence cluster reformation is not that efficient comparatively. In [3] it 

aims at that in the network level and sensor node level in a WSN they should minimize 

energy consumption. The distance between the receiver and the transmitter is estimated 

before available transmission, and then, the very minimum transmission power needed to 

transmit, to minimize the energy consumption of the sensor node, but here the neighbor 

status awareness is less in [4] extending the network life time of the network was done 

considering mobile base station. Even though it shows better performance but mobile base 

station is not feasible for all the situations. In [9] for transmission of data to the Base 

Station majority of the energy of sensor nodes is used. Thus, there is fast depletion of 

energy. Here agglomerative to reduce energy consumption of cluster heads a portable base 

station is utilized along with cluster approach. But movement of Base Station is not always 

feasible. 

 In [5] this it discusses up several technical challenges and many application 

possibilities which occurs when the sensor networks interconnect several nodes when wide 

networks are established. This wireless sensor networks communicates using multiple -hop 

wireless communications systems. In [6] In order to guarantee reliable multi-hop 

communication and to maintain the routes in the network routing protocols for wireless 

sensor networks are used. It provides us with an idea on routing protocols for Wireless 

Sensor Networks and compares their relative strengths and limitations provide better 

energy efficiency or increase wireless. The proposed model in [10] discusses about WSN 

using a gateway nodes which will further increase the number of nodes. If gateway nodes 

dies then there will chances of losing the data which is already aggregated for transmission 

to base station. Routing in WSNs [5] is generally, classified into many basis. The 

classification considered in this paper is based on network structure.  
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3. Proposed System 
 

The following assumptions are considered for the proposed system: 

▪ The base station and sensor is considered to be static. 

▪ The nodes have equivalent initial energy and are left as unattained after 

deployment, i.e. battery recharge is not possible. But a limitation on energy, memory and 

computation is not considered for Base Station. The nodes have the capability to vary the 

power transmission with reference to the distance. 

▪ Using wireless radio signal strength distance can be calculated. 

▪ Usually, energy reduction is one of the reasons for node failure. 
In the recent past wireless sensor network has attracted substantial research attention   as 

WSN’s are fast growing in hierarchical-based routing algorithms, Cluster Heads are in- 

charge of compressing, forwarding and, gathering, data to the BS. Cluster heads plays an 

important role in reducing the congestion of the network. CHs are also elected based on 

certain criteria. Thus efficiency, network lifetime and network stability of WSN are 

increased. In proposed algorithm, the sensor member senses the data and sends the data to 

the individual Cluster Heads.  

 

Figure 1. Clustering in WSN 

Cluster Head processes this data and sends it to gateway node which in turn forwards it to 

the Base Station. Hence the lifespan of the CH increases which increases the network 

lifetime. Clustering is a process of connecting nodes using a specific topology to perform 

certain tasks as per the requirements. The algorithm used for wireless sensor network 

discovers a set of distinguished nodes to construct the appropriate topology of the 

network. 

Next step after the deployment of the sensor nodes is grouping the sensors into 

cluster. In proposed algorithm, cluster formation is same as that employed in the LEACH 

algorithm. Once Cluster is formed considering nodes of the network, the Cluster Head 

(CH) is elected at the beginning of every round. The proposed technique is fixed with 

threshold value for the cluster head selection. Data transmission is continuously monitored 

with energy updating after each round. We have agglomerative based clustering approach, 

the distance between each single node to each of other nodes is determined and the node 

which is at almost equal distance with neighboring  nodes is considered to be  CH. Cluster 

Head is elected based on following set of rules: 

▪ CH’s residual energy: The CH is selected based on the maximum amount of 

energy it has. 
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▪ Cluster head to the base station distance is considered. The more distance from 

each other the more energy required for data transmission.  

▪ Depends on the number of nodes in the cluster that is in a cluster if there are more 

number of members data processing required is also more. 
 

 

4. Simulation and Evaluation 
 

The proposed system is simulated using MATLAB software. We consider 100 

sq.m area and 100 nodes are distributed randomly. MATLAB Simulation is done for 1200 

rounds. The proposed algorithm is compared with LEACH. Figure 2 shows sensor 

deployment, Identification of cluster head in each cluster and presence of base station. 

Figure 3 indicates transfer of data from the sensors to the cluster head, from cluster head 

to base station. Figure 4 shows the presence of dead sensors after around 950 iterations. 

Figure 5 shows the number of dead sensors present after few more iteration.  

 

 

 

Figure 2. The Sensor Deployment and the Presence of Cluster Heads 

 

Figure 3. Communication of the Cluster of Sensors with Cluster Head and BS 
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Figure 4. Presence of few dead sensors after little iteration 

 

Figure 5. More Number of Dead Sensors after Further More Iteration 

Here we are comparing our proposed system with leach protocol. Figure 6 indicates the 

presence of alive nodes after corresponding iterations. The number of dead sensors 

appears nearly around 1000 iteration as shown in figure 7. Hence the network lifetime is 

improved and the residual energy after each round provides us the information about the 

amount of energy consumed as in figure 8. Hence there is an improvement in the lifetime 

of the network of our proposed system. 

 

Figure 6. Number of Alive Sensor after Corresponding Rounds 
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Figure 7. Graph of the Number of Dead Nodes Present After the Respective 

Rounds 

 

Figure 8. Residual Energy after Each Round 

5. Conclusion and Future scope 

In agglomerative clustering, the CH selection and power consumption is a major 

challenge. The energy utilization can be decreased by properly designing the cluster head 

selection mechanism. The selection of cluster head proposed in this paper is a new 

technique discussed with respect to distance from base station. The proposed system 

shows its performance in increasing lifetime of the network and overall performance of 

the network, which stay alive for the maximum amount of time. For the purpose of 

increase in lifetime of wireless sensors there is a need of significant research done in this 

field. An efficient manner is required for reducing the energy utilization by the nodes in 

wireless sensor networks. 
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Abstract 

The airspace system's capacity and safety are highly dependent on the skilled coordination of air 

traffic control System (ATCS) and flight desk personnel. which means  that  the  rate  of  air  traffic  

will  increase  exponentially leading to significant congestion, flight delays, and pollution. To keep 

these  numbers of  aircrafts  at  safe  distances  from  each other, to direct them during takeoff and 

landing from airports, to  guide  them  around  bad  weather  and  ensure  that  traffic flows  smoothly  

with  minimal  delays. The main objective of this research is to provide an automatic Communication 

between the Airport and the Aircraft since the present situation in India is completely manual. The 

Problem of manually checking climatic conditions, runway parameters, air traffic, and various other 

information can be solved by using GSM technology. To reduce the manual efforts and human errors. 

Before landing, the arrival time of the aircraft is announced automatically. 

Keywords:  Aircraft, Air Traffic control System, pollution, Traffic Flow 

 

1. INTRODUCTION 

The present situation in Indian airport is all using manual communication between the airport and 
aircraft. The airport personnel will manually check out for the climatic conditions, runway 
parameters, air traffic, and various other information and report it to the pilot. Having all the runway 
parameters, then the pilot decides whether to land immediately or wait for some time. In this process 
of manual operations, there may be some human errors occurring leading to disasters. 

Therefore, to reduce the manual efforts and human errors, we need to have some kind of automated 
system monitoring all the parameters and functioning of the communications between the pilot and 
the airport personnel. The automation system should have the ability to control the air traffic, having 
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the information about the airport. It should acquire the flight information, compare with the pre-stored 
information about the flight and take appropriate actions for its landing. 

The communication between the air traffic controller and the pilot is setup using Global System for 
Mobile Communication Technology (GSM).  

2. RELATED WORK  

We analyzed so many papers by doing Literature Survey.  From the study of these papers we came to 
know about the non-linear Coordinated Turn model exhibits better performance than linear Uniform 
Motion model for all estimation techniques.  We also analyzed about the effect of different window 
sizes on the performance of the adaptive filters. We studied about the ATC (Air Traffic Control) and 
ATFM (Air Traffic Flow Management).  

Aiman Javed proposed RMSE [1] results, it has found that the non-linear Coordinated Turn model 
exhibits better performance than linear Uniform Motion model for all estimation techniques. Scaling 
factor based g-Adaptive technique has been employed for adaptation purposes. The effect of different 
window sizes on the performance of the adaptive filters has also been studied. 

Aakash Desai proposed a novel methodology for routing and management of aircraft within the 
airspace managed by the ATC (Air Traffic Control) of an airport. The system examines various 
parameters such as current wind conditions, air time, taxi time, type of aircraft, etc. to determine the 
most efficient combination of runways in terms of overall fuel consumption. An automated fuel-
optimal air traffic management system[2] for airport ATC (Air Traffic Control) is proposed. 

Kai-QuanCai proposed air traffic flow management (ATFM) which aims to facilitate the utilization of 
airspace and airport resources and is critical in air transportation systems. This paper addresses the 
problem of alleviating the airspace congestion and reducing the flight delays in ATFM simultaneously 
[3]. 

3. METHODOLOGY 

The pilot will sends a message via GSM transmitter requesting for the runway for its landing. This 
message is received by the aerodrome controller GSM receiver. The aerodrome controller analyses 
the flight information, and compares it with the pre-defined values. The controller shall check for the 
authenticity of the arriving flights with the stored database of all the flights and pilots. The message 
sent by the pilot would consist of pilot identification, flight identification, flight class, number of 
onboard passengers, and flight technical details.  To this message, the ground based air traffic 
controller would reply with the parameters with which the flight has to approach the runway, and the 
exact geographical location of the runway, and the time at which it has to descend.  The controller 
could add miscellaneous information about the climatic conditions, and the condition of the runway. 
During this process, the controller simultaneously has to announce the arriving flight name, and its 
time.  Using the GSM MODEM, the air traffic controller communicates with the pilot. Every pilot in 
his aircraft is provided with another GSM MODEM for retrieving and sending the messages.  The 
GSM MODEM is interfaced with the controller using RS-232 interface, using LM 232.  

4. DESIGN CONSIDERATIONS 

 Our motivation is to build an embedded system where airport and the aircraft are monitored and 
controlled continuously and automatically, the LCD is used to display the messages. The micro 
controller will sense the runway and send the availability (condition) of the runway and platform 
numbers etc. The main feature used in our Project is GSM Technology. We have also designed using  
Microcontroller which will sense the runway and the availability of the runway Parameters. For the 
checking of Climatic Conditions we are using LDR circuit, Relay circuit and Sensors. For Displaying 
of  the messages we are using LCD display. 
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5. BLOCK DIAGRAM 

 

Figure. 1. Block Diagram Representation of  Aircraft Traffic Controller 

Microcontroller 
          In this project we use an 89S52 micro controller, which belongs to the Intel 8051 family 
Architecture, it plays an important role and can also be called as ‘heart of our project’ and this 
function are controlled by standard AT commands of GSM technology. It contains a ROM burner to 
burn program into the microcontroller. ROM burner can erase the flash ROM in addition to burning a 
program into it.  

VHF Transmitter and  Receiver 
We are mainly using very high frequency modulation called, FREQUENCY MODULATION 
technique in our approach. It is working under 27 MHZ of frequency. It contains RF amplifiers for 
amplification purposes.  Its main purpose is to transmit the message through an antenna from the 
transmitter part and receives the message through an antenna by the receiver part. 

GSM Modem and Max232 
These two units help in sending and receiving of messages. GSM stands for GLOBAL SYSTEM FOR 
MOBILE COMMUNICATION. The main feature of MAX232 is it converts RS232 logic to TTL 
logic while transmission, TTL logic to RS232 logic while reception. 

LCD (LIQUID CRYSTAL DISPLAY) 
Here we are using 2X16 LCD display to display the message of 2lines and 16 characters. The contrast 
of the LCD can be varied through the variable resistor.  

Runway Sensor 
For runway sensing purpose we are using IR rays, which helps in checking the runway availability. If 
the runway is free it sends particular signal to the microcontroller. 
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Weather Sensor 
         In this we are using LDR (light dependent resistor), which forecasts the weather 
conditions. If the conditions are satisfied for landing it sends positive signal to the If the 
runway is free it sends particular signal to the microcontroller. 

Audio Memory Amplifier and Speaker 
As soon as the aircraft lands the arrival time of the aircraft will be announced automatically 
through the speakers.  The audio memory amplifier contains many recorded messages in its 
memory. Before announcing it amplifies the message. 

Memory and Power Supply 
Here we use memory to store different pilot’s information messages, which are required for 
announcements etc. Here we use AC 220V power supply from which we can derive +5V and 
+12V of power supplies respectively. +5V is required for LCD and the microcontroller and 
+12V is required for other devices. 

Solid State Voice Recording and Playback Circuit 
When the aircraft reaches the vicinity of the airport, there should be provision for automatic 
announcement for the benefit of passengers. So this circuit provides that mechanism of automatic 
announcement. In this circuit we have partitioned the memory depending on the number of messages 
required. There is the presence of switches connected to the APR 9600 for the 8 messages to be 
stored. The AGC circuit automatically controls the gain .As the distance from the mouth and mike 
varies, there is signal variation, the AGC produces constant output irrespective of the variation, which 
is required for the microcontroller. Voltage is regulated as required by the components connected by 
voltage regulator. Opamp acts as amplifier. The amplified signal is carried through speaker. The block 
diagram of the solid state voice recorder and playback circuit is shown in Figure.2. 
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IR Reciever 

 

Figure: 3. Circuit Diagram Of IR Receiver 

The above figure shows the block diagram of the IR receiver. In receiver there are 5 transistors in this 
circuit. Transistors 1-4 are used as amplifiers and transistor 5 is used as a driver circuit to drive the 
relay and it provides negative voltage to the relay through emitter to collector. 

Working 

The receiver IR LED (photo transistor) is placed in the base of transistor Q1.  The received IR signals 
is amplified at transistor Q1 and output is taken from collector and given to the base of transistor Q2.  
The transistor Q2 is amplified input signal and fed to the base of transistor Q3 through coupling 
capacitor Q4 and output is taken from collector and fed to the base transistor Q4 through resister R8 
and R9 and it is working as a coupler, the output from collector is given transistor Q5 through the 
diode D1. 

The diode D1 is providing positive half cycle to the transistors.  The diode D2 used as a polarity 
diode. The negative voltage is extended from emitter to collector to the relay.  When there is no input 
signals the transistor 1-4 are not conducting so transistor Q5 also will not operate so negative voltage 
extended to the relay. One end of the relay coil is directly connected to the positive terminal and the 
other end is connected to the collector of transistor Q5 that is providing negative voltage to the relay 
for activation. When there is no input signal the transistor Q1 to Q5 are in forward bias and the 
transistor Q5 will produce   negative voltage from emitter to collector the and the relay gets activated . 

When the IR sensor receives the input signal from the transmitter, the received signal is 
amplified by the transistor Q1 to Q4 is amplified then fed to the base of transistor Q5 through 
a diode which de- operating the transistor Q5 so there is no negative voltage from collector. 
So the relay gets no negative signal and it is in ideal condition (de activated). 

Transmitting of Dual tone Multi-frequency 

The DTMF IC NO. 91214 generate various types of 16 tones which are modulated in 
modulator section after amplification by the RF section is radiated by the antenna. Transistor 
BC 494 are used as RF amplifier and modulator. 
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Figure: 4. Circuit Diagram of FM Receiver 

FM receiver receives the FM modulated signal from the antenna and it is modulated by the transistor 
BF194. Then it is transmitted by the antenna to the DTMF decoder for further operations. 

The received FM signal (27 MHz ) is de coded by the DTMF de coder is send to the micro controller 
then   appropriate driver section for activate the motor. IC 8870 is used as DTMF de coder and all 
twelve transistors are working as driver to drive the DC motor. Here we use pre amplifier and 
Darlington amplifiers to give more amplified version of signal at the relay input. 
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It is not easy detect and recognize DTMF with satisfactory precision Often, dedicated Integrated 
circuit is used, although a functional solution for DTMF transmission and receiving by a 
microprocessor (a PIC in most cases) exists. It is rather complicated, so it is used only marginally. 
Most often, a MT 8870 or compatible circuit would be used. Most decoders detect only the rising 
edges of the sine waves .So, DTMF generated by rectangular pulses and RC filter works reliably. The 
mentioned MT 8870 uses two 6th order-band pass filters with switched capacitors. These produce 
perfect sine waves even from distorted input, with any harmonics suppressed. 

6. RESULTS AND DISCUSSION 

As a result, a well-organized system will exist so that there will not have any kind of malfunctions 
during landing or takeoff. The air traffic controller could authorize the incoming flights for its landing 
at the initial stage, and could guide the pilot for the safe landing of the aircraft. And, also would guide 
the passengers who are arriving with their luggage and also with the departing passengers. Future 
work will continue on many levels. The automation in our prototype will be improved to address the 
conflict detection/resolution deficiencies uncovered in this study, and to provide the additional 
functionality requested by the controllers. Research, technology, and procedure development will 
continue to improve the function allocation between air and ground and automation and controllers. 
Mixed equipage operations and off-nominal situations will also be studied. 

7. CONCLUSION 

In this paper, we are presenting a system that is known as Air traffic control System (ATCS) for our 
client from different parts of the world. To reduce the manual efforts and human errors, we need to 
have some kind of automated system monitoring all the parameters and functioning of the connections 
between the pilot and the airport personnel. In this research work we implemented a prototype model 
of an airport automation system within the limited available source and economy. The system can be 
subjected to further development using advanced techniques.  
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ABSTRACT. This research paper deals with an efficient method of securing files
and folders in cloud using the method of cryptography. Some features such as
Advanced Encryption System (AES) algorithm is used to convert plain text to
cipher text and cipher text to plain text of the confidential data using one of the
most promising and secured technique known as Cipher text-Policy Attribute-
Based Encryption (CP-ABE). In this research paper, we will be analyzing the
different ways of misusing credentials to access: one among is the cloud user
and the other is on the semi-trusted network authorization side. To reduce risk,
we recommend the CryptCloud which is secure and more liable trusted author-
ity and able to cancel CPABE based cloud storage system with trace and audit
the white-box. We demonstrate how to analyze security issues and further show
the usage of our system through experiments, an enhanced AES cryptosystem to
handle the failures decryption of the original AES. Then we will be developing
a reliable and accurate scheme based on the enhanced AES and confidential
distribution of key for each file. As per the data owner new access policy is
specified, the stored cipher text will be updated directly in the cloud server
without decryption and the update at the cloud will be able to verify by data
owner. The proposed scheme can verify the distributed confidential informa-
tion to avoid the users from Hacking and can reject various attacks such as the
collusion attack.
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1. INTRODUCTION

This paper is about a stepwise walk through to solve a problem of securing
files and folders in cloud using cryptography.Some time data which is stored in
the cloud server is sensitive that can be hacked because we cannot trust cloud
server so prominently [1]. So that, the cipher text data will be stored in the
cloud. When we are Updating the stored cipher text which is in the cloud when
a data owner chosen a new policy to access data and user need authenticity to
access data[2] and to verify data of a user to access cipher text data. The data
owner and cloud user first login to the cloud using their credentials. Owner up-
loads a file in cloud [3] and user requests to that file. File gets uploaded in cloud
assigning a unique key to each file when its uploaded. Key is generated using
AES algorithm which is of 128 bits. The time of file uploading gets recorded in
the database[4]. The user needs the key to access the file and it can be accessed
for a certain time limit. User requests the access of file to the admin, admin ei-
ther accepts the requests or it can be denied [5]. User can download the file and
view it using a private key of the file. This paper comprises of 5 major sections
[6], which will guide you step by step to the research and findings. These are:
1) Introduction 2) Research Elaborations 3) Results or Finding 4) Conclusions

2. RESEARCH ELABORATIONS

This section of the paper involves with different strategies and approaches for
encrypting and decrypting the generalized model of the cloud [7] architecture
using symmetric key encryption system. The steps involved in the development
[8] are as mentioned below which will be discussed in detailed. The list are
mentioned below:

(1) Uploading and encryption of file
(2) Key Generation
(3) Decryption
(4) Request and Response

2.1. Uploading and encryption of file. As the owner uploads the file in cloud
after login in, a unique private key is assigned to a file. Key generation and
file gets encrypted [9] using Advanced Encryption System (AES) algorithm at
the time of uploading a file. The generic approach for file uploading [10] and
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validating is described below using flow diagram. Encryption Using AES:

FIGURE 1. Uploading and validating

Cipherfun(byte in[4*Nbs], byte put[4*Nbs], word
wd[Nbs1*(Nrs+1)])
begin
byte stateone[4,Nb]
stateone = get
AddRKey(stateone, wd[0, Nbs-1])
for round = 1 step 1 to Nrs–1
SbBytes(stateone)
Rowshift(stateone)
Columnsmix(stateone)
AddRKey(stateone, w[round*Nbs, (round+1)*Nbs-1])
end for
SbBytes(stateone)
Rowshift(stateone)
AddRKey(stateone, wd[Nrs*Nbs, (Nrs+1)*Nbs-1])
out = state
end
Initially, decrypted data is taken as an input and send to state array element. Af-
ter AddRKey(add round key), stateone array is converted to implement a func-
tion round of 10,12 or 14 times, with final little different [11] from first Nrs H1
rounds. The final Stateone output is then copied and displayed. The function
round key is used in terms of parameterized key that consists of single array of



4488 P. RAMESH NAIDU, N. GURUPRASAD, AND DANKAN GOWDA V

4 bytes of words will be generated by using Key generation technique. The indi-
vidual transformations - SbBytes(), Rowshift(), Columnsmix(), and AddRKey()
process the state array and are described as follow:

a. SbBytes()-SubBytes uses S-box which is applied [12] independently on
each byte of 4x4 matrix. First Four bit represents the row number and
next four bit represents column number .Size of S-box is 16x16.Get the
corresponding value from the S-box and then covert it into 8 bits to
substitute it into the block. Consider first four bit 0000 as row number
which 0 and next four bit 0101 as column number which is 5.0th row
and 5th column in s-box has value of 52.it is again converted in 8 bits.
This will be stored in state array.

b. Rowshift()-ShiftRows function performs circular right shift operation of
rows of state array. There will be no change in 0th row. Row 1 ,2,3 will
be shifted 1bits,2bits,3bits respectively.]

c. Columnsmix()- Output of Rowshift() will be considered as input to Mix-
Columns().Consider each word as one column and apply multiplication
operation with predefined 4x4 matrix. The result will be one word which
is again stored in state array.

d. AddRKey()-AddRoundKey function perform xor operation. Output from
Columnsmix is xored With key .First column of output of columnmix
xored with first column of the key and the resultant is stored in state
array.

2.2. Key Generation. Key generation routine is applied on cipher key K in AES
algorithm. Generate the words of Nbs (Nrss + 1) using key expansion. Initially
there will be Nbs words requiring Nr rounds. The resultant will be array of
4 bytes words key schedule which is denoted as [wi],i covers range from 0 to
Nb (Nrs + 1).Key Expansion algorithm consists of two functions Rotword() and
Sbwords. Based on input of Rotwords function it performs cyclic permutation
and produces an output. Subwords function performs S box on each 4 byte of
input to produce an output word.
Key Expansion :
ExpansionKey(byte keys[4*Nks], word wd[Nbs*(Nrs+1)], Nks)
begin
word tempval
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i = 0
while (i < Nks)
wd[i] = word(key[4*j], key[4*j+1], key[4*j+2], key[4*j+3])
j = j+1
end while
j= Nks
while (j < Nbs * (Nrs+1)]
tempval = wd[j-1]
if (j mod Nks = 0)
tempval = SubWord(RotWord(tempval)) xor Rcon[i/Nks]
else if (Nks > 6 and i mod Nks = 4)
tempval = SubWord(tempval)
end if
wd[j] = wd[j-Nks] xor tempval
j = j + 1
end while
end

2.3. Decryption or Inverse cipher. The transformation of the encryption can
be reversed and then compiled in the back order to create the inverted Cipher of
the AES algorithm. The Inverse Cipher functions used in are - InverseShiftRows
(), InverseSubBytes (), InverseMixColumns () and AddRKey ().
Inverse Cipher:
InverseCipher(byte in[4*Nbs], byte put[4*Nbs],
word wd[Nbs*(Nrs+1)])
begin
byte stateone[4,Nbs]
stateone= get
AddRKey(stateone, wd[Nrs*Nbs, (Nrs+1)*Nbs-1])
for round = Nrs-1 step -1 goto 1
InverseShiftRows(stateone)
InverseSubBytes(stateone)
AddRKey(stateone, wd[round*Nbs, (round+1)*Nbs-1])
InverseMixColumns(stateone)
end for



4490 P. RAMESH NAIDU, N. GURUPRASAD, AND DANKAN GOWDA V

InverseShiftRows(stateone)
InverseSubBytes(stateone)
AddRKey(stateone, wd[0, Nbs-1])
put = stateone
end
The individual transformations - InverseSubBytes(), InverseShiftRows(), InverseMix-
Columns(), and Inverse of AddRKey() process the state array and are described
as follow:

a. InverseShiftRows()-function performs circular inverse right shift opera-
tion of rows of state array. There will be no change in 0th row. Row 1
,2,3 will be shifted 1bits,2bits,3bits respectively.

b. InverseSubBytes()-InverseSubBytes uses InverseS-box which is added
independently on each byte of 4x4 matrix of state array.

c. InverseMixColumns()-It is inverse of MixColumns() .InverseMixColumns
() Follow column column by column, treat four-term polynomial as a
each column.

d. Inverse of AddRoundKey()-Inverse of AddRoundKey function perform
Inverse xor operation. Output from InverseMixColumns is xored With
key .First column of output of InverseMixcolumn xored with first column
of the key and the resultant is stored in state array .

2.4. Request and Response. The general architectural design or the workflow
of request and response of the user and admin. User requests for accessing the
file and admin sends the response towards it.

3. RESULTS AND FINDINGS

Each file is getting encrypted and a key is assigned to every file through which
user can access the file. We have used the time scheduling algorithm, so the user
can download the file only during the specified time period, and if the user fails
to download the file within the time period then the pass-code expires and the
user again needs to send the request to the admin and again the admin needs
to accept the request.
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FIGURE 2. The request and response

FIGURE 3. Users request accepted by the admin

4. CONCLUSION

When the data is being stored by the admin in the cloud there is always an
issue if the data is accessed securely by the user or not. There are number of
exterior threats that can lead to data leaks, including harmful deceptions from
cloud service providers or cloud user accounts. The best way is to encode files
which can be achieved with use of hybrid cryptography. Hybrid cryptography
with the help of AES algorithm provides security to the files stored in the cloud
and make it less vulnerable to threats. It can be seen that AES is the most secure
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FIGURE 4. Passkey entered by the user to access the file

FIGURE 5. File downloaded after entering the passkey

symmetric encryption technology. User can access files from cloud only if they
have the key which is sent by the admin after secure authorization. It guarantees
a method for safe cloud environment.

Future work:
The main aim for future is to implement code through which user can get to
know if there request has been accepted or not. We can extend our scope by
including backup and recovery actions to help prevent data loss in the event of
an attack.
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ABSTRACT 

Safety on a two-wheeler is the main reason why we came up with this smart motohelmet idea. The smart motohelmet would 

help any citizen follow the rules of the road and thus lead to safe and easy driving for everyone. In our research findings, 

two-wheelers account for 25% of total road crash deaths in India- the top five reasons to this includes drunken driving and 

avoiding safety gears like helmets or seat belts. As engineers, it is our duty to implement a design that would solve a societal 

concern, is cost-effective without compromising on safety. The need for this project in our country is high, as annually there 

is 10% increase on the population that buys a new two wheeler, which caters the need of a helmet and due to its safety features 

people opt for this smart motohelmet. The benefitted audience would be all riders of two-wheelers: motorbikes, scooter.  

KEYWORDS: Smart motohelmet, bike, force sensing resistor, GSM, GPS, accelerometer, Zigbee, MQ3, ignition control 

 

I. INTRODUCTION 

Motorcycles are one of the most widely used vehicles in India. Hence it has a major contribution to the accidents and 

road crash deaths. This was the birth of the idea to make a Smart Motohelmet which will help in practicing safe riding, 

not just to keep the rider safe but also other fellow riders.  

Hence, our motive is to make a helmet that is easy to use by all age groups with a cost-effective design by making the 

set-up on a general PCB to benefit the users with continuous checks on alcohol consumption & helmet being worn to 

control the ignition of bike, Fall/Accident detection with immediate alert system to the rider’s emergency contacts and 
with night driving visibility for the rider. The arrangement of the circuitry would be embedded inside the helmet which  

include the general PCB and few other sensors placed in various locations of the helmet. This solution is very much 

required to prevent and reduce such accidents in a country wherein the purchase of a new two-wheeler increases with  

a large percentage every year. 

II.EXISTING METHODS AND LIMITATIONS 

  

The research performed by our team concludes that the existing system ensures safety of the rider but has comprised 

on features offered, as cost was an issue and the implementation of the project is not embedded into a helmet through a 

less interconnected circuit such as using wire wrap board.  

 

Features on the helmet provided are limited to use of only alcohol detection, only accident detection. The compactness 

of the system is not investigated as there is no use of wire wrap board to prevent interconnections.  The existing  

technology focuses on four-wheeler vehicle’s safety and is limited in perspective on terms of reach and cost. The cost 

of a smart helmet available goes as high as $2000.The size of the system is not considered as key.  
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III. PROPOSED SYSTEM 

A. Overview of the features of helmet 

The features included in the project are:   

Night driving visibilities is used to make the rider’s helmet thoroughly visible to rear fellow travellers as LED panels 

are created to indicate the left and right indicators. 

Helmet is worn checks are performed before switching ON the bike’s ignition by means of a FSR embedded in the core 
of helmet, with this data we determine whether to ignite the bike or not. 

Accident sensor A GPS module sends the location of the rider via text message sent from a GSM module when an 

accident has occurred which is sensed using this sensor. 

Alcohol consumption detector MQ-3 sensors present in the helmet are used to detect alcohol levels of the rider - if 

alcohol levels are found to be high, the ignition of the bike is not switched ON. 

The sensors, modules are placed inside the helmet and padding is done such that the rider will not feel uncomfortable.  

 

 

The block diagram of the proposed system is as follows: 

 

 

 

B. The features in detail 

 

We are using Arduino Nano board in both the helmet and the bike sections. The reason for this is its small size, it’s 
compatibility with all the sensors, modules used and arduino boards are easy to work with.  

 

 Two wheeler riders avoid the use of helmet even though it is made compulsory in almost all the cities in India. We 

came up with the idea of using the basic principles of force/pressure and resistance in order to check if the rider has 

his helmet on and thus switching on the ignition [3], [8], [9]. The alcohol detector and the helmet worn detector work 

in conjunction with the Zigbee module to control the ignition. 

 

 

Resistors are passive components that are widely used in electrical and electronics circuits. A force sensing resistor 

(FSR) is a material whose resistance changes due to application of force, pressure or mechanical stress. It is sometimes  
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known as force-sensitive-resistor. The FSR sensors are made of conductive polymer which has a property of changing 

its resistance based on the force applied to its surface.  

 

If force is applied to a surface of sensing film, then the particles touches the conducting electrodes and thus resistance 

of the film changes. There are several resistive based sensors but force sensing resistors operate satisfactorily in difficult  

environments and also require a simple interface compared to other resistive based sensors. 

Even though there various types of force sensors, the force sensing resistors are having several advantages such as thin 

size (less than 0.5mm), very low cost and also good shock resistance. The only disadvantage of FSR sensors is low 

precision; there will be approximately 10% or more difference in measurement results. 

The problem of drunk and driving cases can be eliminated to a great extent with the use of the alcohol detector present 

in the helmet with the help of which the alcohol levels of the rider will be constantly monitored and ignition will be 

controlled accordingly [1]. We are using a simple MQ3 sensor for this detection which has a threshold value set. It is 

a low cost semiconductor sensor which can detect the presence of alcohol gases at concentrations from 0.05mg/L to 

10mg/L. the sensitive material used for this sensor is SnO2, whose conductivity increases as the concentration of 

alcohol gases increases. It provides both analog and digital outputs. It is suitable for detecting alcohol concentration 

on breath just like the common breathalyzer and has a high sensitivity and a fast response time. It can operate between 

10℃-70℃. It is fixed near the buckling portion of the helmet so that the levels of alcohol can be determined clearly.  

 

If the amount of alcohol is lower than the threshold value then the bike starts else the transmitter Zigbee module is 

used to turn off the ignition by communicating the message to the receiver Zigbee module present in the bike. Zigbee 

is an IEEE 802.15.4 based specification for a suite of high level communication protocols used to create personal area 

networks. It is a low-power, low data rate, and close proximity wireless ad hoc network. The technology defined by 

the Zigbee specification is intended to be simpler and less expensive than other wireless personal area networks 

(WPANs), such as Bluetooth or Wi-Fi. 

 

Accidents during night times can be avoided with the help of the LED lights present on the top of the helmet  which 

help displaying the turns of the bike. An accelerometer present near the handle of the bike is used to detect the amount 

of tilt and then indicate the left and right directions. ADXL337 is a low-power 3-axis accelerometer which operates on 

a supply in the range of 1.8V to 3.6V and can be used in tilt-sensing applications. It is capable of measuring acceleration 

with a minimum full-scale range of +-3g. It is capable of measuring static acceleration due to gravity. We have checked 

the amount of tilt by placing the accelerometer in various directions and set  threshold values for both the directions.  
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The reason for not reporting the accidents in time is one of reasons of deaths  [10]. Another accelerometer is used inside 

the helmet and an accident condition is recorded if there’s a sudden change in the threshold value of the accelerometer 
during the ride [5]. Using the GPS and GSM modules in the helmet the rider can be rescued by sending the location of 

accident to his emergency contacts which is already fed in the module. [2], [4], [6], [7] 

 

Due to the wide availability of GSM it is chosen as the medium for transfer of location information. The simple and 

inexpensive short message service (SMS) allows users to send up to 160 characters. SIM800L is a miniature cellular 

module which allows for GPRS transmission, sending and receiving SMS and making and receivin g voice calls. After 

connecting power module boots up, searches for cellular network and login automatically. On board LED displays 

connection state (no network coverage - fast blinking, logged in - slow blinking). It has a 3.7-4.2V voltage requirement.  

 

GPS receivers use a constellation of satellites and ground stations to compute position and time almost anywhere on 

earth. At any given time, there are at least 24 active satellites orbiting over 12,000 miles above earth. The positions of 

the satellites are constructed in a way that the sky above your location will always contain at most 12 satellites. The 

primary purpose of the 12 visible satellites is to transmit information back to earth over radio frequency (ranging from 

1.1 to 1.5 GHz). With this information and some math, a ground based receiver or GPS module can calculate its position 

and time. NEO-6M GPS module is a well-performing complete GPS receiver with a built-in 25x25x4mm ceramic 

antenna, which provides a strong satellite search capability. With the power and signal indicators, we can monitor the 

status of the module. The module can save the data when the main power is shut down accidentally due to the presence 

of data backup battery. It requires 3-5V of supply and the default baud rate is 9600bps. We are using 3.7V 1000mAH 

Li-Po battery to power up this module. We are using a boost regulator to use the same battery but supply power to all 

other modules in the helmet as they require 5V. The batteries are rechargeable and this comes as an added advantage. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Wire wrap board is used for housing components to make a circuit for compactness , simplicity of servicing and case of 

interconnection which is later embedded inside the helmet.  
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Flow chart for the proposed system: 

 

IV.RESULTS AND DISCUSSION 

Space optimization is achieved as we selected the smallest available modules and made sure they are fit at various 

places inside the helmet and are soldered to the wire wrap board. We were able to check the ignition and the accident 

conditions. 

General PCB: 
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Zigbee receiver side (controls ignition): 

 

V.CONCLUSION AND FUTURE WORK 

 

In the paper we talked about the smart motohelmet prototype. A system for the helmet has thus been developed which, 

through communication between a module in the helmet and one on the vehicle ensures safety aspects.  The accident 

feature can be extended to sending the location to the nearby hospitals and police station  or calling the ambulance. We 

can keep sending the location in particular time intervals until the emergency contact  acknowledges until the 

acknowledgment is received. We can make use of the solar panels for powering up the modules in the helmet. Another 

alternative could be the use of wind energy. We can also add another helmet worn check by using a switch near the 

buckle of helmet that warns the rider if the helmet is not buckled up. We can implement various bioelectric sensors on 

the helmet to measure various activities. We can use small camera for the recording the driver’s activity. We can add a 

heat sink or a fan to reduce the temperature. An air bag system can also be incorporated for additional safety purpose. 
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1. INTRODUCTION  
Automation has been achieved by various means 

including mechanical, hydraulic, pneumatic, electrical, 

electronic devices and computers, usually in 

combination. The benefits of automation [1] include labor 

savings, savings in electricity costs, savings in material 

costs, and improvements to quality, accuracy and 

precision 

 

In the existing system the objects are sorted manually 

mostly by human beings. This creates a tendency for 

human errors to come into account and thus result in the 

work going wrong. If objects or parts in industries are not 
sorted correctly, then there is a high chance of huge chaos 

and the final product being defective. 

 

2. REVIEW OF LITERATURE  
For many packaging industries, color object counting and 

sorting is the main job that needs to be completed. 

Traditionally, the item sorting process was performed by 

the manually. However, this method has some 

disadvantages such as increase in the cost of the product, 

slow, and inaccuracy due to the human mistake. 

Nowadays, the competition is so intense that the 

efficiency of the product is regarded as the key to 

success. The efficiency of the product includes the speed 

of the production, lowering material and labour cost, 

improving quality and decreasing the rejection. Taking 

into account all the issues this project is being built which 

is very useful for the industries. This project is aimed at 

obtaining fully automatic material handling system. This 

is achieved using microcontroller machine. This device 

synchronizes the robotic arm 's movement to select the 

moveable objects on the conveyor belt. 
 

3. PROPOSED SYSTEM 
An automated sorting system has primary task of sorting 

components by number. It also consists of conveyor belt 

which reduces material handling efforts. These procedures 

also take place concurrently, viz. handling and testing of 
materials [2]. The figure below shows the block diagram 

for the proposed program. 

 

 

Figure 1: Block diagram for object sorting  

As the DC motor (12V, 3.5rpm) receives a 3.4V supply it 

starts spinning. It will monitor the conveyor belt 

movement on which the product is placed. When an object 

exists, the sensor generates an output frequency that is 

proportional to the object's color Therefore, when red 

filter is chosen, the sensor gives maximum frequency for 

red objects, and similarly other colored objects[3] are also 
sensed by corresponding filters. 

As the light falls on the object the color sensor is reflected 

back. As stated earlier, the TCS2300 color sensor has 4 

color filters for green, red, blue and black (no colour), 

which is chosen by its selected pins. The software stored 

inside the microcontroller selects filters Frequency output 

from the color sensor depends on the object's color, as 

well as the microcontroller's select pin configuration 
information. Select pin can choose one of the four photo 

diode[4] filters that can provide output according to the 

object's color. 

If an object exists, the sensor generates an output 

frequency proportional to the color of the object and the 

Abstract:  Automation or automatic control, is the use of various control systems for operating equipment 

such as machinery, processes in factories, boilers and heat treating ovens, etcThe paper presents sorting of 

object using microcontroller based on color.  

Keywords: Automation, sorting, colour sensors, microcontrollers 
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configuration of the selected photo diode in such a way 

that the respective photo diode is given maximum 

frequency for the respective color. Therefore, when red 

filter is chosen, the sensor gives maximum frequency for 

red objects, and similarly other colored objects are also 

sensed by corresponding filters. Frequency obtained 
during each filter selection is counted[5] and stored in 

separate registers and these values are analyzed to use the 

larger one to describe the object's color. 

The second and third DC motors are used to control the 

gateway of the particular color object. If placed object is 

red, the color sensor sense the color of the object and it 

sends the signal to the microcontroller and display the 

name RED ITEM with the help of the LCD Display. In 
our project, red object go straight ,blue drop the left side 

and green object drop the right side with the help of the 

gateways. The products will finally fall to the 

corresponding sections in the container. 

Then the IR sensor sense how many objects moved on the 

conveyer belt and it sends the signal to the 

microcontroller. At the last displays the total number of 
object moved on the conveyer belt with the help of the 

LCD display unit. Once the power up dc motor starts, 

moving the conveyer belt so that the objects on the 

conveyer belts also starts moving. Color sensor starts 

sensing the objects which are moving on conveyer belt. 

Then the sensed signal sends to the display unit via 

Arduino for displaying the color of the object. 

 
Figure 2: Conveyer belt 

 

For this project the Arduino UN0 microcontroller is used 

to monitor motion and detect objects. The microcontroller 
operates on collection of preprogrammed and stored 

instructions in the memory. This then takes the 

instructions and one by one from its programme. 

4. RESULT & DISCUSION  

 
The paper presents design, development of the sorting 
object. Using microcontroller Arduino UN0 the objects 

are sorted as per the color. The color detection is 

identified by the color sensor. The  sensed signal is sent to 

a microcontroller unit and sent to 16x2 LCD display for 

displaying the color of the sensed object. Here IR sensor is 

used for counting the number of objects which are moved 

on the conveyor belt that count value is also displayed on 

the LCD.     

In this, objects of 3 colors red, blue and green are chosen 

for demonstration purpose. The system output is displayed 

on the LCD display i.e name of the project - automatic 

color sorting, color of the object- red or blue or green and 

final count of the objects – item number which are sorted. 

 

Figure 3: LCD Display 

Above figure shows final result displayed on the LCD 

display of count value of the objects which are passed   on 

the conveyor belt. 

5. CONCLUSION  

It is very useful with the help of color sensor and 

conveyor belt in large varieties of industries, particularly 

in the packaging sector. Automatic sorting machine[6] 

increases operator performance, practicality and health. 

This guarantees exceptional processing power and 

peerless efficiency including color detection. We will of 

course add high speed DC motors and sensors. 

object sorting system using embedded system are an 

embedded system approach for object color detection and 

object sorting can be successfully implemented. Due to 

use of embedded system for color determination, manual 

efforts are reduced which produces result in improving 

accuracy as well as saves money and time. 
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Abstract:  

The Internet of Things moved beyond the trends and became an autonomous technical and social relevance. As per the Gartner 

Research, the number of connected things will have reach 26.66 billion by 2019 and by 2025 this number will have increased up 

to 75 billion. Right at the moment, people can feel the effect of the iot in their lives. Smart phones, smart bulbs, smart appliances 

and even smart security systems — all that smart stuff which can operate without human interaction. This project discuss the 

design circuit to control devices which we are connected to circuit and also monitor the status of electrical devices using local 

server and BLYNK framework app. The method creating a prototype consisting of sensors and actuators it may be humidity 

sensor, motion sensor, fan, bulb etc. Nodemcu is an open source IOT platform. It includes esp8266 express system. It based on 

esp-12 module it is used to controlfan, lights, temperature sensor and can use many more controls. 

 

Keywords: IoT, ardiuno, nodemcu, wi-fi, smart phone. 

 

I. INTRODUCTION 

 

Home automation refers to handling the electronic devices   

and controlling some home appliances’ using computer 

technology. Now days automation is very popular it provides 

ease security and efficiency. Sensors sense the status of 

appliances and update the local server. If person away from 

the home he can change the status using blynk app which is 

installed in user app. this project will approach the controlling 

the appliances using local sever. This IOT based project smart 

home automation system trying to achieve comfort combined 

with simplicity. the currently built prototype of the system 

sends alerts to the email using internet. in other hand if owner 

identifies the that person entering his house. and user can 

make arrangements such as opening the door, switching on 

various appliances inside the home. IOT is one of the new 

technology that will have the biggest influence on our global 

and urban design. Large part of the home/apartment 

automation system including- lighting, temperature controller, 

power management, security management can be controlled 

by using local IOT server  which provides scalability, low-

cost maintainance and less down time. 

 

II. PROPOSED SYSTEM 

 

Proposed system enables secure local IOT server with an IOT 

App which will control the IOT devices locally in home/ 

apartment complex. The user can control the lights, fans, AC, 

security alarms and can read Temperature, humidity based on 

the need using the BLYNK IOT app installed on their Android 

Phones. The local BLYNK IOT server can be deployed on 

Raspberry Pie or on a laptop which acts as local cloud for all 

control / monitoring of the devices. All these are controlled by  

using a Local server without Internet. The control speed is 

good as everything happening locally. Proposed system is 

implemented using BLYNK sever. 

 

Creating Local IOT Server using BLYNK: BLYNK is a 

platform with IOS and Android apps to control Arduino, 

ESP8266, Raspberry Pi and the likes over the Internet. We can 

easily build graphic interfaces for all your projects by simply 

dragging and dropping widgets. BLYNK Server is an Open-

Source Natty based Java server, responsible for forwarding 

messages between BLYNK mobile applications and various 

microcontroller boards and SBCs (i.e. Arduino, Raspberry Pi. 

etc.). Installation of the BLYNK server on our laptop using 

the following command as per the screenshot below 
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Working prototype 

 
Components required 

Arduino Uno, Nodemcu 

Dht11 sensor 

Fan 

Light 

Relay 2 channel  

Motion sensor 

LDR sensor 

Power board  

 

Arduino: this is first and foremost is freely access open-

source chip. This Arduino Community refers to the project 

and user community that chip utilizes microcontroller-based 

microchip boards. These boards are known as Arduino 

Modules, those are open-source prototyping platform. The 

simplified microcontroller board comes in a variety of 

development  packages 

NODEMCU 

 
use of ESP8266  chip will  used as serial commands. This chip 

will basically a Wi-Fi/Serial transceiver. However, that is not 

convenient. that is prescribed to using the very cool Arduino 

ESP8266 project. Esp8266 is a modified version of esp8266. 

the Arduino IDE that will need to install  your computer. This 

helps very convenient way of using the ESP8266. now we are 

ready to  using the well-known Arduino IDE. Following the 

below step to install ESP8266 library to work in Arduino IDE 

environment. 

 

DHT11 SENSOR 

 
The DHT11 is a basic ultra low-cost digital temperature and 

humidity sensor. This sensor can be easily interfaced with any 

microcontroller. Such as arduino and raspberry pi to measure 
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temperature and humidity simultaneously.Dht11 humidity 

sensor and a temperature is available as a sensor and a 

module. The difference between this and a module is pull up 

resistor and a power on led. Dht11 sensor temperature and 

humidity sensor measure in surrounding air. 

 

Windows PC/Laptop: Minimum of 2GB RAM and 80GB of 

HDD 

 

Implementation 

Arduino Uno IDE is used for developing the programs on 

embedded systems like Arduino Uno boards, Node MCU 

boards. The Arduino Uno is an open-source microcontroller 

board based on the Microchip ATmega328P microcontroller 

and developed by Arduino.cc. The board is equipped with sets 

of digital and analog input/output pins that may be interfaced 

to various expansion boards and other circuits. 

 

ADVANTAGE: 

 

1)Security concern: 
It is not enough to know how to protect your online privacy, 

manufacturers will also have to take steps to ensure users’ 
data security also 

 

2)Fast growth of IOT: 
Smart manufacturing is gaining traction and IOT technology 

uses it for its benefit. The top drivers of the rapid growth are 

improved operational efficiency, productivity, optimization of 

asset utilization and reduction in downtime.  

 

3)Developing 5g networks to impact use: 
The mobile networks that outclass the cable ones in speed, 

connection stability and availability open a great prospect to 

the growth of the IoT projects. Ideas such as “smart cities 

/smart apartments” where all civic amenities are united into 

one chain and collecting, analyzing and transmitting data to 

each other in order to create a more efficient system 

 

4)Edge computing: 

Edge computing is the type of architecture where the data 

stores locally, in micro-centers for processing. In other words, 

instead of mindlessly sending data to the cloud storage, its 

primary processing will be carried out in the processors of the 

devices themselves. A lot of data collected by IoT things and 

sent to the cloud turns out to be useless. Take an outdoor 

home security camera, it normally transfers terabytes of data 

to the server, while perhaps a few megabytes of these records 

that demonstrate suspicious activity may prove useful in the 

end.  

 

III. RESULT 
 

 
Figure.1. Shows the blynk app output. In the we seen 

controls electrical devices using on or off using blynk. 

 
Figure.2. We are controlling output led by using led 

sensor. 

 

 
Figure.3. We are controlling electrical bulb using blynk 

app by making on and off. 

 

IV. CONCLUSION: 

 

In this paper, we are creating prototype to control the home 

appliances such as electrical bulb, fan, relay in the fig1, fig2, 

fig3. The design of a control system for home automation has 

been presented. This paper mainly focuses on the use of WIFI 

to minimize installation, and the designed prototype can be 

applied to real-time control of home appliances to monitor 

&remotely control them. 
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ABSTRACT. Internet of Things (IoT) also called as internet of everything, that
everything includes human being as well so that becomes an Internet of every-
thing. IoT is one of the greatest phenomena of this century. It has gained a lot
of popularity due its emerging growth. In this Paper we have made an attempt
to describe an overview, Impact of Internet of Things and also present an IoT
importance in the Current scenario and also presented the Impact of Internet
of Things and then extended to Internet Revolution, Typical Views of IoT, Need
of IoT , Various Benefits of IoT and Technology road map of an IoT, Features of
IoT.

1. INTRODUCTION

Upcoming and latest Technology IoT, Internet of Things, almost all every area,
every device, every sensor, every software are connected to each other and those
devices we can able to access remotely through a smart phone or through com-
puter is called Internet of Things. It is a rocking feature, Internet of Things
So, the Figure 1. Here which is given below, it is showing some kind of sense.
Almost all it is connected to every device, so these devices can be accessed re-
motely.

The some of the very popular words, in software industry which are the smart
phone, it is an electronic device acting like a computer which is connected to

1corresponding author
2010 Mathematics Subject Classification. 68T09.
Key words and phrases. Internet revolution, Impact,Big data, Artificial Intelligence.
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internet and another popular term is smart homes that is the home which is
connected to all devices connected to each other and these devices can accessed
through a smart phone [1]. similarly some more popular terms are smart city,
smart village. In industrial automation using Artificial intelligence, may be hun-
dred members work may going to do with Robot, So that is a big challenging
area called Robotics technology.

Now a days Every where we are getting this term is called IOT and in fact why
IOT so important, first imagine there was a time in a way back when we had
a phone and we had a machine and we cannot connect our phone with any of
our machines right, because technology was not grown to the level of inventing
connectivity software s like as Bluetooth or Wi-Fi.

In the Later years, time has arrived, here we can connect our desktop with
your mobile phone or maybe we can connect your laptop with a mobile phone
so that we can control our mobile phones operation [2] from laptop or can
control laptop operations from mobile phone right because they are connected
each other.

Imagine your home if everything is connected start from your tube light,
AC,refrigerator, maybe desktop,electronic shoes so everything will be connected
and if we want to connect all these devices we require a connection. To estab-
lish the connection a network between them is used. now we have a technology
where we can have multiple devices connected to each other example we can
control AC temperature with a mobile phone.

with the help of Infrared sensors now, which is not just about sensors it is
about let’s say we want to control our AC. say we are not at home we are in at
our workplace and want to control our home AC temperature so we can even
do that with mobile phone, if it is connected with AC [3]. connection between
them requires Internet that needs unique IP address that means phone knows
about the IP address of AC, AC knows about the IP address of refrigerator.

For example, if we are going inside house and suddenly if we open the door
ultimately that the light should be ON and once we go out the light should be
OFF how to do that again we can use your IOT. Now all these various sensors
are connected together to generate huge amount of data and all this data is
stored on this server and again that is the reason to handle this huge amount
of generated data, we are stepping into the new technology called Big Data.
Technology specifies that every device needs an a unique IP address and that
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is why we require ipv6. when we have ipv4 now we are working with ipv6 so
everything will be connected with Internet now. We know IOT is a booming
technology in today’s world. so first of all Internet of Things from the name
itself will come to know that it is an internet or the interconnection of different
things now this thing’s essentially are devices or like nonliving things that can
be categorize it. The Internet of Things is the categorization or classification
where we interconnect this nonliving things say just devices which we clubbed
together and communicate to each other by establishing the protocols between
them.

FIGURE 1. IoT Definition

2. INTERNET REVOLUTION

An internet Revolution, the father of Internet Vint Cerf and the meaning of
Internet is basically an international network or collection of TCP/IP communi-
cations Protocols. In geeks it was very basic level information after that inter-
net of masses that is heavy things, everything online entry completely available
here onwards, social media slowly entered, video communications, perfect dig-
ital media entered, and then technology introduced a smart phones or mobile
internet, Figure 2. gives an brief idea about Revolution of IoT. In the Mobile
communication, the first generation (1G), it was completely analog communi-
cation and supported for analog data transmission. In second generation (2G)
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supported for digital communication and digital data transmission,third genera-
tion (3G) multimedia services came into picture and fourth generation (4G) ex-
plored wireless that is we can say broad band connectivity, wireless broad band
connectivity and this what named after long term evolution. In fifth generation
(5G) is a international mobile telecommunication and the upcoming technol-
ogy that is sixth generation (6G) is completely on air fibered technologies. The
fourth generation (4G) onwards there is new term we are familiarizing that is
called internet of things.

FIGURE 2. Revolution of IoT

3. IMPACT OF IOT

The year 2012 and onwards, the impact of the internet, education, business,
communication, entertainment, health or medical becoming most popular. Now
a days observe education in online become very popular. The e-learning is very
demand wherever the trainer and trainee are going to meet so we can share our
resources each other. The Business in almost all the developed countries [4],
say 70 to 90 percent prefer to do only through online mode and is so popularly
called e-commerce. Figure 3 shows the impact of IoT technology. Communi-
cation now a days our communication are clear, comfort, compatible. These
communications is possible because of internet. Perfect video conference, audio
chatting became most common to use in our daily day to day life. Entertain-
ment, So whenever we require games or some kind of video applications, a many
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gaming applications available in the smart phones. The Medical or Healthcare
area drastically developed including developing in countries also. The definition
is already provided, smart health is it is an application platform for electronic
health record system.

The data related to health care system are virtually maintained, every precau-
tionary actions also listed in smart record or e record.For example doctor is in
other area say in US or in deli or in Chennai or in UK and patient in particular
place but still patient can take the suggestions.

Another Important application area of IoT Technology is the smart city, it is an
vision develop urban to integrate information and communication technology.

FIGURE 3. Impact of IoT

4. TECHNOLOGY ROAD MAP OF IOT

In the business or the industry of an organization uses some of the tools for
robotics, process automation and many other things. The human intervention
involved in this now moreover we essentially call it as the intelligence of things
where the device has that intelligence in itself that when it has to communicate
with the other suitable technologies around itself so that is basically the intelli-
gence or the artificial intelligence comes into picture in IOT. The term IOT was
very first point in the year of 1999 and the progenitor of this term was Kevin Ash-
ton so he is the person who was first coined the term IOT. The Technology road
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map that is for the IoT [5], we have at the time axis on the X plane and technol-
ogy which on the y axis that is shown in Figure.5. it is an increasing graph now
at the base level you have the RFID tags that the radio frequency identification
tags for facilitating the routing inventory and loss prevention now this as part of
application, we will apply it to the dairy and product industry there for example
say we have a cattle in that cattle farm we have different kinds of breeds of like
animals like cows, buffaloes which are milk Brady now for example same if we
made an RFID chip and put on top of this animals whether on the horns [6]
or at the body of these animals then we will have the entire control about the
health of that animal the entire dashboard of that cattle form will be available
so we will be able to know at which point of time at which breed is being suf-
fering from what kind of disease and what is the health status. The complete
information for that particular animal so that is where the RFID tags from the
example basis it considered and depicted in the Figure 4.

FIGURE 4. Animal tracking and Caring using IoT

The surveillance and health care becomes a vertical marketing applications
like for the we have CCTV cameras and all steps included installed in our soci-
eties or any organizations or even the healthcare whenever we go so these will
provide real-time data of all the persons in and out movement of this places
so this can provide a vital role where the internet-of-things can come into pic-
ture and can communicate with the necessary persons or the authorities which
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they want to communicate and the cost reduction [7] in this level is very much
reduced leading to diffusion into second wave of application that will lead to
locating people and everyday objects suppose if some person or a suspicious
person has been called in surveillance camera and then you have to locate it
now in the current day it’s not very easily possible to identify which person or
which like or a theft or robbery if something have happened in a bank then it is
very difficult to identify that person or such gang so with IOT we can locate and
monitor real-time activity of person. It is just a road map like where we have
reached or where we have taken the IOT from 2015 to 2020 so initially it was
started in the year 1999 but then to its presence and existence came in the year
2015.

FIGURE 5. Technology Road Map of IoT

5. FEATURES OF IOT

Internet of Things has many features, in this section, we describing a basic
predominant features which are very essential. The artificial intelligence that is
the AI plays an important role in IoT. What gives an intelligence is the artificial
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intelligence now in IOT we have physical devices, however make them create
virtual devices and incorporate some kind of intelligence so that these devices
will act as smart it means we can virtually create anything as smart and we can
enhance any aspect of this intelligence that is data collection processing, logging
everything and can incorporate into these devices which are not naturally [8]
there but by creating virtual instances of those devices and by incorporating this
AI we can create well-established network between these devices. The feature
of IoT is depicted in Figure.6.

FIGURE 6. Features of IoT

Artificial intelligence in connectivity we have a similar example like we have
the refrigerator we have one smart phone now we have for example we have
a remote mi phone as a feature which has inbuilt infrared sensor or IR beam
inside that so with the help of that beam what we can do is actually we can
control number of devices we can control our AC air-conditioner we can control
projector we can control a microwave oven and many things so that is what we
call the collection of small devices so that is where the connectivity plays into
picture. now we have N number of commodity hardware and commodity items
in our home so all these we can clip together and we can put in a centralized
repository and can make it work in a well coordinated [9] manner so that is
where we talk about the connectivity of IOT devices. To summarize all about
these IoT features we have the artificial intelligence, have connectivity, sensors
and active engagement that all controlled with the help of small devices.
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6. CONCLUSION

IoT became a booming Technology in the IT industry, introduction of big data
and artificial intelligence came into existence. Connecting machines has been
something that has been around for many years and it took decades to build
an overnight sensation so it’s not not anything new what is new now is the
connectivity so we have the sensors we have the network we have the cloud and
eventually all this connects back to the process and back to the people we think
that is where this whole aspect and this whole ecosystem coming together that
is what makes it extremely interesting.

REFERENCES

[1] D. V. KISHORE, D. V. GOWDA: MANET topology for disaster management using wireless
sensor network, 2016 International Conference on Communication and Signal Processing
(ICCSP), (2016), 0736–0740.

[2] D. V. GOWDA, D. V. KISHORE: Optimization of motorcycle pitch with non linear control,
2016 International Conference on Recent Trends in Electronics, Information and Commu-
nication Technology (RTEICT), (2016), 1656–1660.

[3] R. DHALL, V. K. SOLANKI: An IoT based predictive connected car maintenance approach,
International Journal of Interactive Multimedia and Artificial Intelligence, 4(3) (2017),
16–22.

[4] M.PENNA, D. V. GOWDA: Design and implementation of automatic medicine dispensing
machine, 2017 International Conference on Recent Trends in Electronics, Information and
Communication Technology (RTEICT), (2017), 1962–1966.

[5] D. V. GOWDA, C. A. VARUN: Implementation of swarm intelligence in obstacle avoidance,
2017 International Conference on Recent Trends in Electronics, Information and Commu-
nication Technology (RTEICT), (2017), 525–528.

[6] D. V. GOWDA, A. C. RAMACHANRDA: Synthesis and Modeling of Antilock Braking System
Using Sliding Mode Controller, Journal of Advanced Research in Dynamical and Control
Systems, 11(12) (2018), 208–221.

[7] VATAN, A. SHARMA, S. GOYAL: IoT Standards and Applicability to Human Life , In-
ternational Journal of Innovative Technology and Exploring Engineering (IJITEE), 8(10)
(2019), 3147–3153.

[8] A. SAKSHI, A. SHARMA, S. GOYAL: Issues and Concerns In Security Of Cloud Environ-
ment In Internet Of Things, Journal of Computational and Theoretical Nanoscience, 16(10)
(2019), 4374–4378.



4414 V. D. GOWDA, S. B. SRIDHARA, K. B. NAVEEN, M. RAMESHA, AND G. NAVEENA PAI

[9] D. V. GOWDA, A. C. RAMACHANRDA: Modelling and Performance Evaluation Of Anti-Lock
Braking System , Journal of Engineering Science and Technology, 14(5) (2019), 3028–
3045.

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

B.M.S INSTITUTE OF TECHNOLOGY

VISVESHWARAYA TECHNOLOGICAL UNIVERSITY

BANGALORE, KARNATAKA STATE, INDIA

Email address: dankan.v@bmsit.in

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

VIJAYA VITTALA INSTITUTE OF TECHNOLOGY

VISVESHWARAYA TECHNOLOGICAL UNIVERSITY

BANGALORE, KARNATAKA STATE, INDIA

Email address: sridharasb1947@gmail.com

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

B.G.S INSTITUTE OF TECHNOLOGY

ADICHUNCHANAGIRI UNIVERSITY

KARNATAKA STATE, INDIA

Email address: naveenkb@bgsit.ac.in

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

GITAM SCHOOL OF TECHNOLOGY

GITAM (DEEMED TO BE UNIVERSITY)
BANGALORE, KARNATAKA STATE, INDIA

Email address: rameshmalur037@gmail.com

DEPARTMENT OF ELECTRONICS AND COMMUNICATION ENGINEERING

YENEPOYA INSTITUTE OF TECHNOLOGY

VISVESHWARAYA TECHNOLOGICAL UNIVERSITY

MOODBIDRI, KARNATAKA STATE, INDIA

Email address: naveenpai@yit.edu.in



Ramesha M  et al., International Journal of Emerging Trends in Engineering Research, 8(7), July 2020, 3893 - 3897 

3893 
 

 

 
ABSTRACT 
 
There are so many Error Correction Codes (ECC) have been 
using since decades to rectify one bit or multiple bits errors in 
the memory designs. To overcome the MCUs issue, 
Bose–Chaudhuri–Hocquenghem (BCH), Reed-Solomon 
codes and Punctured Difference Set (PDS) codes have been 
currently employed. In these conventional codes encoding 
and decoding is more complicated and need extra power, 
additional area, and huge delay and also in case of Content 
Addressable Memory (CAM) inserting cannot be employed 
due to tight coupling in between the cells. To substantiate the 
MCUs, issue a single-error rectification and two-fold location 
of integrated current Sensors are employed. To practically 
correct the MCUs error the new method called Bit Transition 
Encoder and Decoder (BTED) scheme is employed which are 
two dimensional matrix codes of data size 32 bits, which 
divides the information into the numerous sub information's 
like symbols of each 4-bits. The proposed BTED algorithm is 
implemented on Artix-7 FPGA development board and which 
is comparatively less delay and power in comparison with 
various existing methodologies. The simulation results shows 
that there is 18% improvement in delay, 15% in power 
reduction and 67% improvement in hardware resources 
utilizations compared to conventional algorithms.  
 
Key words: BTED, Error Correction Codes, Cryptography, 
Security Issues. 
 
 
1. INTRODUCTION 
 
In memories, errors occur and those errors are identified and 
rectified by different approaches like Hamming codes and 
self-checking methods. However these approaches are not 
capable of the present production requirement of precision  

 
 

and extreme speed memories [1]. In these approaches it’s easy 
to identify errors but it is hard to rectify them because 
rectifying errors again a fault error will generate a false 
positive error that cannot be recognized and because of this 
reason, it becomes a huge issue. The system developed for 
figuring out the faults must assure that output codes given are 
not the fault codes [2]. The choice of the output data code is an 
extremely critical task [3]. The selected code that has high 
error recognition capability that can reduce fault by realizing 
the fault steady property; however, it includes a wide number 
of outputs and also more system cost. To select a code of fewer 
error detection capacities would encompass fewer 
supplementary outputs at the same time, to achieve 
shortcoming secureness, it may be necessary to alter the 
circuit structure. To obtain accurate output result the decision 
of the generated code can be examined by the particular 
circuit. Figure.1 depicts a well-known structured design of a 
concurrent error detection plan [4]. 
 
 

 
Figure 1: Architecture for concurrent error detection. 
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Table 1: Error Correction capability of different existing 
schemes 

Techniques 
used for 

correction of 
errors 

Data 
bit 
size 

Redundant 
bits 

error 
correction 
capability 

DMC(Decimal 
Matrix Codes) 

32 6 4 

Matrix Code 32 8 2 
Hamming Code 32 7 1 

 
The results show that error modification capacity 
is increased by employing decimal matrix codes (DMC) to 4 
bits. Error Correction capability of different existing schemes 
described in Table.1.The Hamming code occupies more area 
as long as cut registers and four input LUT's are compared 
with Matrix and Decimal Matrix Codes. However the Matrix 
Codes have less delay, control and occupies less area than cut 
registers and four inputs LUT's than the other two codes. 
However, it has a significant load that it rectifies only 2 bit 
errors [5].The DMC has a fundamental advantage that it 
consumes less power and has intermediate delay and area 
between the other two codes [6]. In the DMC, most 
importantly, the gap and sort out lattice are accomplished, 
that is the information N-bit is separated into K picture of 
length m-bits. The articulation can be composed as (N=K × 
m) where (K= K1 × K2, lines and sections). It's not important 
to change the physical structure of the memory to actualize 
the DMC [7], [8]. It can accept 32-piece of information for 
instance and clarify the DMC plot.  
 
Absolute 32 bits are separated into 8 pieces of size 4 bits. 
From D0 to D31 are 32 data bits, check bits are 10 Horizontal 
(Ho-H9) and 16 vertical bits. The recognition and 
rectification capacity relies upon the how we pick the 
estimations of k and m. Exchange off happens in picking 
these qualities for greatest execution [9], [10]. Consequently, 
m and k should be carefully changed as per the enlarge review 
capacity and furthermore lessen the amount of overabundance 
bits. Right now, this circumstance, when m = 8 and k = 2×2, 
at that point just 1-piece issue is cured, right now tedious bits 
is 40[11] [12]. At the point when m = 2 and k = 4×4, at that 
point 2-piece flaw is helped, right now monotonous bits is 32. 
At the point when m = 4 and k = 2×4, at that point 5-piece 
deficiency is cured, right now monotonous bits is 36. The 
particular ultimate objective to overhaul the steadfastness of 
memory, the slip-up cure limit is at first considered, so k = 2 × 
4 and m = 4 are utilized to create [13][14]. 
 
2. BTED ENCRYPTION AND DECRYPTION 
ALGORITHM 
 
BTED algorithm is implemented in the projected BTED 
encryption and decryption to enhance the safety level, 
capability of errors location identification and their 

corrections. In this algorithm, the power consumed is not 
more than other detections approaches. It includes bitwise 
integer subtraction and integer addition. In the bitwise 
algorithm, all bits are divided into symbols of each 4bits and it 
has been arranged in the form of matrix for final execution. 
The N-bit word is defined in separate forms of m bit symbols 
(N = n × m). The created symbols are placed in a 
two-dimensional matrix of n= n1 × n2 (n1- a range of 
columns, n2- a range of rows). Employing decimal number 
addition on symbols per row the horizontal redundant bits 'H' 
is achieved. A binary operation on the bits per column 
provides vertical redundant bits ‘V’. The divided symbol and 
arrange-matrix are represented in a logical format. Figure.2 
depicts encoder module having 32-bit input and producing an 
output of 20-bit horizontal redundant number and 16-bit 
vertical redundant number. 
 
 

 
Figure 2: Proposed encryption module with 32 bits input and 20bits 

of horizontal and 16 bits of vertical 

 

3. WORKING OF BTED ALGORITHM  

The horizontal and vertical check bits are produced from 
input message bit 12345678 and this is 32-bit random number 
which can be the tag id. The output 2198e is a 20-bit 
horizontal number and 444c is the 16-bit vertical number of 
an encoder module as shown in Figure.2. The 32-bit word is 
given as input to the encoder module; it produces an output 
frame of 68-bit length. The frame consists of a 16-bit vertical 
redundant number, a 20-bit horizontal redundant number, 
and 32-bit input. In the BTED technique, a 32-bit word is 
taken as input, where data bits are characterized in cells from 
D0 to D31. This 32-bit word is taken as eight symbols of 
4-bits each, n1= 2 and n2 = 4 are selected at the same time. 
Bits from H0 to H19are horizontal check bits and V0 to V15 
are vertical check bits. The data is 32 bit in word (D0 to D31) 
and it is divided into 8 symbols and every symbol is 4 bits as 
exhibited below Table 2 and 3. 
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Table 2: Direction of horizontal, vertical check and data bits  

 
Table 3: Characterization of symbols along with Data Bits 

 

 
 

Bits from H0 to H39 are called check bits in direction of 
horizontal and V0 to V31 are called check bits in vertical 
direction. As shown in Equation (1) to (8) by decimal addition 
in horizontal redundant bits ‘H’ are obtained. Figure.3 shows 
proposed 32 bits BTED structure and its internal modules 
along with their widths. 
 
H4 H3 H2 H1 H0=D3 D2 D1 D0+ D11 D10 D9 D8      (1) 
H9 H8 H7 H6 H5=D7 D6 D5 D4+ D15 D14 D13 D12    (2) 
H14 H13 H12H11 H10=D19 D18 D17 D16+ D27 D26 D25 D24  (3) 
H19H18 H17H16 H15=D23 D22 D21 D20+ D31 D30 D29 D28 (4) 
H24H23 H22H21 H20=D43 D42 D41 D40+ D35 D34 D33 D32 (5) 
H29H28 H27H26 H25=D47 D46 D45 D44+ D39 D38 D37 D36  (6) 
H34H33 H32H31 H30=D59 D58 D57 D56+ D51 D50 D49 D48  (7) 
H39H38 H37H36 H35=D63 D62 D61 D60+ D55 D54 D53 D52  (8) 
 
 

 
Figure 3: Proposed 32 bits BTED structure and its internal modules 

along with their widths 
 
Similarly, remaining horizontal redundant bits are obtained. 
Here ‘+’represents bitwise integer addition. The vertical 
redundant bits ‘V’ may be obtained from XOR operation as 
given below in the table 4: 
 
Table 4: Vertical redundant bits ‘V’ obtained from XOR  

Operation 

 
 
The encoding is performed via decimal and binary addition 
operations. The encryption calculates the discharged bits 
employing XOR gates and multi-bit adders. The horizontal 
redundant bits are H19-H0 and vertical bits are represented as 
V31-V0. Data bits are directly taken from D63 to D0. 
 
4. RESULTS AND DISCUSSION 

The proposed work is intended and established for hardware 
prototype module having low power, low area and reduced 
delay employing ECC, BTED encryption and decryption by 
point addition and point doubling to produce 256 points to 
form S-Box. The advanced prototype module comprises 256 
points key generation, read-only storage memory creation; 
BTED encryption and decryption possesses lessor amount of 
hardware resources. The point on the ECC curve is the 32bits 
data "d" which is applied for BTED encryption, which 
employs integer addition between various symbols to obtain 
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encryption output. BTED encryption specifies 20 bits 
horizontal bits and 16 bits vertical bits and these 2 bits 
information is for error bit detection in decryption sections. 
 
 

 
Figure 4: BTED Decryption output in Vivado Xilinx Ism simulator 

 
 
The simulation result of BTED Decryption output on Vivado 
Xilinx Ism simulator as shown in Figure.4. Here the vertical 
bits of the encryption module is given as input 
to decryption module which contains the same 
integer operation to obtain 16 bits conditional bits for 
identification of error bit at the error locator. The‘s’ 
symbolized in the Figure.4 is the syndrome bits which is 
obtained by performing XOR operation between ‘v’ and ‘vd’ 
as depicted in Figure.4. The horizontal bits of encryption unit 
are given as input to decryption module which performs the 
same integer operation to obtain 16 bits conditional bits for 
identification of error bit at error locator. In the Figure.4 
the condition bits are indicated by ‘h’ which is obtained by 
performing XOR operation between ‘h’ and ‘hd’ and is 
indicated in Figure.4. The ‘v’ and ‘h’ are inputs to the 
error locator and error detector modules and it illustrates 
the outputs of encryption and decryption. There are several 
other parameters are taken to considerations for comparison 
purpose namely total power, delay and device utilization 
summary are indicated in the Table 5 for different ECC’s. 
This proposed research work has satisfactory performance in 
terms of power and speed compared to other ECC’s.  

 
 
 
 
 
 

Table 5: Power, slices registers, slice FF’s, LUT’s and delay 
Comparison summary of the proposed techniques 

 

 
 
5. CONCLUSION 

In the proposed research work, the projected processor for a 
generation of S-Box and its encryption and decryption has 
been discussed. Various techniques have been adopted in the 
design of the processor to minimize the power consumption, 
area and also to enhance the speed. The bit transition 
encryption and decryption has also been discussed. The 
Encoder re-use approach reduces the area overhead of 
additional circuits. Simulation and synthesis outcomes 
exhibit that Bitwise Matrix Code requires 0.1mW of power 
and has a delay of about 3.109ns and the area utilization 
is reduced by 45%. The design is tested and demonstrated on 
Artix-7 FPGA prototype boards. 
 
 Simulation and synthesis shows that the projected base 
band-processor can complete it’s fruitfully with a 
power consumption of about 5mW on 1.2V supply. In this 
proposed work a method for mapping any alphanumerical 
characters and any type of data for error correction is done by 
employing a non- singular matrix is showed. The mapping 
focuses are disorganized and decoded by employing the 
ECC approach and displays in Read Only Memory.  
   

REFERENCES 
 

1.  Arunkumar, S.S. Tyagi, Manisha Rana, Neha 
Aggarwal, Pawan Bhadana, Manav Rachna, A 
Comparative Study of Public Key Cryptosystem 
based on ECC and RSA. International Journal on 
Computer Science and Engineering (IJCSE), ISSN: 
0975-3397, Vol. 3 No. 5 May 2011, pp-1904-1909. 

2. O. Srinivasa Rao, Efficient Mapping Methods for 
Elliptic Curve Cryptosystems, International 
Journal of Engineering Science and Technology, 
Vol. 2(8), 2010, ISSN: 0975-5462, 3651-3656. 

3.   C. Wang, M. Daneshmand, M. Dohler, X. Mao, R. 
Q. Hu and H. Wang, Guest Editorial - Special 



Ramesha M  et al., International Journal of Emerging Trends in Engineering Research, 8(7), July 2020, 3893 - 3897 

3897 
 

 

Issue on Internet of Things (IoT): Architecture, 
Protocols and Services. IEEE Sensors Journal, vol. 
13, issue. 10, pp. 3505–3510. 
https://doi.org/10.1109/JSEN.2013.2274906 

4.   S.Raza, Secure communication for the Internet of 
Things - a comparison of link-layer security and 
IP sec for 6LoWPAN, Security and 
Communication Networks, vol. 7, no. 12, pp. 
2654–2668. 
https://doi.org/10.1002/sec.406 

5.    Gonzalez G. Organero M, Kloos C. Early in 
infrastructure of all Internet of Things in space 
for learning, 8th IEEE International Conference on 
Advance Learning Technologies, pp-381-383. 

6. Dankan V Gowda, Ramachandra A C, Thippeswamy 
M N, Pandurangappa C, Ramesh Naidu P ,Synthesis 
and Modelling of Antilock Braking System using 
Sliding Mode Controller, Journal of Advanced 
Research in Dynamical and Control Systems’, Vol 
10(12),Pages:208-221. 

7.   Dankan V Gowda, Ramachandra A C, 
Thippeswamy M N, Pandurangappa C, Ramesh 
Naidu P,  Modeling and Performance Evaluation 
of Anti-lock Braking System, Journal of 
Engineering Science and Technology, Taylor’s 
University, Vol 14(5), Pages: 3028-3045. 

8. Kishore, D.V., Gowda, D.V., Shivashankar, Mehta, 
S.: MANET topology for disaster management 
using wireless sensor network. International 
Conference on Communication and Signal 
Processing, April 6–8, 2016, India. 
https://doi.org/10.1109/ICCSP.2016.7754242 

9.  Dankan V Gowda, D. V. Kishore, Shivashankar, A. 
C.Ramachandra, and C. Pandurangappa, 
Optimization of motorcycle pitch with non linear 
control, in Proceedings of the 1st IEEE 
International Conference on Recent Trends in 
Electronics, Information and Communication 
Technology (RTEICT '16), pp. 1656–1660, 
Bangalore, India, May 2016.   

10. Ramesha, M. & Ramana, T. Performance analysis 
of fbmc transceiver architecture over OFDM 
system. Far East Journal of Electronics and 
Communications.17.1353-1372.10.17654/EC01706
1353. 

11. Ramesha, M. & Ramana, T, A Novel Architecture 
of FBMC Transmitter using Polyphase Filtering 
and its FPGA Implementation. Indian Journal of 
Science and Technology. 
9.10.17485/ijst/2016/v9i48/94148. 

12. Trinidad, Emmanuel. (2019). Juxtaposition of 
Extant TV White Space Technologies for 
Long-Range Opportunistic Wireless 
Communications. International Journal of 
Emerging Trends in Engineering Research.7. 
209-215. 10.30534/ijeter/2019/17782019. 

13. B, Sridhara & M, Ramesha & Patil, Veeresh. 
Adaptive Scheduling Design for Time Slotted 
Channel Hopping Enabled Mobile Adhoc 
Network. International Journal of Advanced 
Computer Science and Applications.11. 
10.14569/IJACSA.2020.0110333. 

14. Lakshmi, Boggula. (2019). Energy Efficient 
Routing Mechanism for Harsh Environment in 
Wireless Sensor Networks. International Journal 
of Emerging Trends in Engineering Research. 
234-238. 10.30534/ijeter/2019/04792019. 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 



 
 
 

  ANALYSIS OF QUANTUM KEY DISTRIBUTION IN 
CRYPTOGRAPHY AND ITS APPLICATIONS   

 
Dr. Ambika R1*, Dr. Anilkumar D2, Shashikala J2 

1,2 BMS Institute of Technology and Management, Bengaluru, India 

(Email id:ambikr@bmsit.in, anilkumard81@bmsit.in, shashikala_j@bmsit.in)  

(Corresponding author: Dr. Ambika R: Email id: ambikar@bmsit.in) 

 
 

Abstract: Safe communication is a growing concern in almost every sector. The data was encrypted using 
cryptographic techniques. Compared to traditional cryptography, quantum cryptography is a strong and 
optimistic step. Our data would be safer than in the past if quantum encryption is used in the right way.  To 
protect the confidential information to be transmitted, cryptographers are trying to develop more 
sophisticated techniques. 
But hackers, code breakers and eavesdroppers are working furiously to break the systems. As 
security is achieved by either cryptographers or security is breached. The success is, however, provisional.  
The method of protecting the message using a deciphering device and of breaking the system. In this article, 
various quantum encryption and distribution methods are discussed and analyzed.  

 
Keywords: Classical Cryptography, Quantum Cryptography, Quantum Key Distribution, 

Avalanche Effect  
 

1. INTRODUCTION 
Protecting significant and important data is of utmost concern to the organization or 
multiple input, multiple output transmitter-receiver-based communication system. 
Cryptography is one of the key techniques of protecting the data. Novel concept in 
cryptographic security is the Quantum Encryption. Quantum cryptography uses quantum 
fluctuations of laser light at the physical layer which is introduced into the existing 
network. This enables extreme-secure communication and perfect security. Security is an 
important characteristic of any network with special reference to mobile - adhoc 
networks. The wireless networks are potential for hacking using mobile devices. There is 
no clear line of defence for protecting any mobile network. Development of mobile 
application security system, which uses a layered security approach and strong 
cryptographic techniques is the probable and low-cost solution to protect such 
application-based wireless networks.  
Quantum key distribution is a cryptographic protocol and it allows two communicating 
parties to distribute a secret key in the presence of an eavesdropper [1]. Quantum 
cryptography uses quantum mechanical concepts such as the Heisenberg uncertainty 
principle and the no-cloning theorem in order to ensure that Eves dropper cannot gain 
non-negligible amount of information without being detected, even if his/her 
computational power is unlimited. This paper discusses about the review of the work 
carried out using quantum cryptography and defines various terms related to it. 

 
2. LITERATURE REVIEW 
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In this section, related articles on key generation, distribution and quantum key 
distribution have been reviewed and analyzed. 
Ambika R. et. al., introduced a data protection multi-transceiver system [2]. 
They considered three users and implemented RSA commutative and proved RSA 
algorithm’s   commutative nature. In this paper, authentication is accomplished by key 
exchange approach and the limitation of the same is discussed. In most of the existing 
data authentication or security systems, overhead of key exchange has been increased. To 
achieve the goal of data security with individual encryption/decryption without affecting 
the data security and its integrity, a modified 
RSA has been developed and this mechanism is 
known as Commutative RSA. The device communicated is secureand can not be colluded
. In general, 
the use of cryptographic techniques is favored, hence the proposed Multi FPGA core 
protocol in this paper adopts the commutative RSA algorithm.  
In this paper, a security or authentication was implemented for multiple MIMO or 
transceiver terminals 
using the public key cryptography technique called Commutative RSA. The 
goal of data security is implemented in multiuser communication environment. The 
commutative 
RSA approach has been implemented with multiple FPGA cores that function  
as an individual transceiver terminal and perform its individual encryption without affecti
ng  
the original data. Serial Montgomery multiplication was planned and simulated with 
multiplier with multiplier Radix-2. The results achieved have been compared, and the new 
Serial 
Montgomery architecture has been found to work better than previous architectures.  
In this paper, the commutative RSA core was implemented for simulation and illustration 
of  
data authenticity among multiple user terminals in a communication environment on multi
ple FPGA devices.  
 
Normand J. Beaudry et al., demonstrated a general method for proving the security of 
quantum key distribution protocols in two ways [3]. First is 
based on super dense coding, and second is based on the LM05 dual-way protocol. They 
proved that an eavesdropper secures these two protocols against other, more common 
forms of attacks. 
Highly robust and optimized system architecture has been proposed for implementing a 
commutative RSA algorithm for data authentication among multiple MIMO terminals, 
simulated on FPGA devices in [4]. A noble commutative RSA approach has been 
implemented to facilitate secure data communication among multiple input multiple 
output channels or transceiver systems. Commutative RSA states the order in which 
encryption is performed does not affect the encryption output.   
Authors implemented and simulated the complete code on several FPGA devices. The 
robust Montgomery modular multiplication mechanism has been adopted with radix-2 
multiplication architecture to maximize device output with limited space and higher 
speed. Authors have proposed the implementation of the CRSA cryptography core based 
on serial Montgomery and parallel Montgomery with the aim of improving device 
efficiency for its lower memory occupancy, rapid pace, higher throughput and lower 
power consumption. 
Conventional cryptosystems such as ENIGMA, Data Encryption Standard or even RSA 
are based on a mixture of mathematics and guesswork [5]. In formation 
theory has shown that traditional secret-key cryptosystems can not be completely secure 
unless the key, which is only used once is at least as long as the cleartext. 
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On the other hand, the principle of computational complexity is not well established to pr
ove  
the computational security of public-key cryptosystems. The writers in this paper use a 
radically different cryptographic base. They 
used a quantitative physics uncertainty theory. 
Through modern information theory and cryptography, digital messages can often be 
passively tracked or copied through practice, even by someone ignorant of what they say. 
However, when in non-orthogonal quantum 
states information is encoded, for instance single photons with polarization directions 0, 
45, 90 and 135 degrees, a communication channel is obtained whose transmission cannot, 
as a rule, be copied, read or copied reliably by an eavesdropper who is ignorant of such 
essential information used to render transmission. Without altering   
a random, uncontrolled manner that could be detected by the legitimate users of the chann
el, 
the cryptanalyst or attacker can not obtain partial information about such a transmission 
either.  
Information security is important in today's world and in future for data confidentiality sin
ce  
we expect our digital opponents to be fingerprinted with more powerful computers and ne
w  
algorithms. The advent of quantum computers that are capable of launching effective attac
ks on conventional techniques, such as the commonly used types of public key cryptograp
hy, is of particular concern [6]. 
 
Since the protection of quantium cryptography relies solely on the local 
Equipment of the legitimate users, the key challenge in the implementation of quantum cr
yptography is to determine how much information these equipment leaks to possible oppo
nents. If this information leakage can be restricted under a certain standard, a security tech
nique called the data protection extension can be used to recover it. This compresses a par
tly secret bit-
sequence to a highly secure key and depends on the estimated information leakage, the co
mpression. Thus, the security promise of the theoretical protocol against available technol
ogies can be restored by properly characterizing a true framework. 
 
Data protection enhancement is not the only resources available to ensure the safety of 
quantum cryptography implemented. Hardware and protocol modifications can 
dramatically reduce the lack of information and the potential for 
lateral channels and active attacks. In addition, thehardware of a real system can be tested 
with quantum correlations. These tests may be demanding to perform but 
have the advantage of immunity from a wide range of problems with implementation [7]. 
 
Makhamisa Senekane et. al, suggested the six-stage quantum key distribution protocol to 
implement its optical implementation [8]. This protocol uses more detector range and 
improves its consistency, increases the likelihood of discrimination, and improves 
detector. 
 
Mohd Asad Siddiqui, Tabish Qureshi have proposed Quantum Key Distribution method. 
In this, user A sends user B pairs of qubits and each is in one of four states. User B genera
tes a secure key with one qubit and a subsidiary key with the other. He randomly determin
es for what pair which key to use. In order to match the safe key of user A, an auxiliary ke
y must be added to the safe key of user B. This scheme gives the BB84 standard protocol 
an additional security layer [9]. Between two remote parts, a secret key is generated, and a 
quantum channel is used. The hidden key may be used Vernam Cipher or single pads to 
send encrypted messages.   

Journal of Seybold Report ISSN NO: 1533-9211

VOLUME 15 ISSUE 7 2020 1847



Cipher Vernam is very secure given that a key is exchanged. Secure 
messaging applications are based Android and Web-based systems that are used to 
securely send 
messages among registered users to any company using cryptographic algorithms [10]. U
ntil sending the message the application can be protected by user authentication. The safe 
messaging system uses minimal overhead processing while maintaining safety. 
Authentication of each user is strengthened using Salt in the database to store sensitive 
credentials for each user. Message encryption and decryption was done using the 
Advanced Encryption Standard monoalphabetic algorithm. 
This algorithm is actually less secure than the key- public encryption method.  
This is the principal restriction of this work.  
An eavesdropper breaking in into the message returns an insignificant message. encryptio
n and decryption are clearly one of the easiest ways to conceal the meaning of a message 
from interferers in a network environment. 
 
 

3. IMPERFECT ENCODING  

 
That Quantum Key Distribution Protocol needs to determine how the quantum states to be
 sent over the unstable public channel are to be prepared. This is analogous to the initial 
selection of good prime numbers in the RSA algorithm, where a poor selection can 
jeopardize overall protection.  
 
The prepared countries may differ from those specified 
in the protocol for the purposes of Quantum Key Distribution due to physical equipment 
imperfections. This suggests that the impact on security should be small.  
 
However, the outcome does not standardize the usual losses of a communications channel 
when standard security tests are implemented, which results in a much higher rate of 
lowering than expected.  
This condition has been overcome by recent safety proof, which is available in the finite-
size case as well as asymptotically endless key blocks.  
These proofs can be used to calculate the difference between the ideal model and to 
restore the protection of a Quantum Key Distribution system and achieve almost the same 
key generation rate as for faultless encoding. 
 

4. PHASE CORRELATION BETWEEN SIGNAL PULSES 

 
In multi-photon emissions, a replacement of the ideal sngle-photon light sources with 
reduced laser is  common in the Quantum key 
distribution. One of the consequences of this substitution is that the electromagnetic phase
 of each light pulse emitted may partly be linked to the other pulse phase because of its las
er consistency. Therefore, it is very necessary to have phase correlation in quantum key cr
yptography between signal or quantum codes. 
 

A. Bright-light attack  

 
The single photon detectors are key components of most Quantum Key Distribution syste
ms. The weak optical signal received by the transmitter via a communications 
channel is detected in the Quantum Key Distributor receiver. Lawrence photodiodes that 
work in Geiger mode  
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are the most common detectors for single photons.  
The Avalanche Photo Diode is biased over the decompose voltage to make a single 
photon easily detectable through sudden growth in the output current by triggering a self-
sustaining avalanche.  
However, any detector needs to spend some of its time under a collapsing voltage, becaus
e at some point the detection avalanche needs to be shut down to reset the detector. The 
detector enters the linear mode when it is no longer sensitive to single photon radiation.  
 
It has been demonstrated that Eve can use the linear regime to monitor the detector output
deciding bits of the final key unnoticed. Even can also force a single photon detector into t
he linear mode in some situations, send a bright light into the receiver module and take ad
vantage of its control abilities and steal key bits. 
 
It is important to analyze this group of attacks carefully and make efforts to distinguish 
between the incorrect running of a detector and real loopholes. For example, when 
handling gated Avalanche Photo diodes in a specific mode, bright illumination from a 
continuous-wave laser of 1FW – 10mW was easily detected. The APD parameters such as 
photo current, bias tension, temperature, after-pulsing rate or quantum efficiency can be 
also monitored on an on-line Quantum Key Distribution system. 
 
These countermeasures dramatically reduce information Eve is able 
to obtain from the key, and current research continues to calculate its effect precisely on  
the safe key rate. 
 
B. Efficiency mismatch and time-shift attacks  
 
The Quantum Key distribution configuration consists of two detectors, which are correlat
ed with either 0 or 1. If an adversary is able to figure out which of the detectors answered 
the input light, he will learn the key bit. It is therefore necessary to distinguish two detecto
rs from the point of view of the opponent. This is challenging because it is impossible that
 2complex objects such as photo detectors would be the same. general the opponent has o
ptions to attack the Quantum Key Distribution configuration if the response curves of the 
devices are different.  
In addition, if the detector efficiencies vary in wavelength, an opponent can attempt to 
attack  "efficiency-match," while an opponent may launch the "time-shift” attack if the 
time responses are different.  
Another attack was recently described to deliberately induce a detector malfunction. 
 
The combination of PA and the differences in the parameters of the two detectors can be 
used to prevent this kind of attack. The safety evidence considers the difference between  
detector response curves and removes the additional information leaked through PA to an 
opponent.  
The symmetrisation of the detectors with regard to a single photon signal condition can al
so deny this attack. The two detectors will be virtually identical by randomly switching th
e bit allocation between the two detectors, thereby preventing one opponent from assignin
g bit values to the information it gets. 
 

C. Back-flash attack  

 
The backflash attack is a passive way to let an opponent learn the bit values associated wit
h detection events. During the avalanche of charging carrers due to a detection event, the s
econdary photons emitted byan Avalanche PhotoDiode that travel back to an opponent fro
m the detectors through the transmitter communication canal.This effect was demonstrate
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d in gated detectors InGaAs / InP routinely used in QK systems with a wavelength of tele
communications. 
 
The backflash attack is a passive way to let an opponent learn the bit values associated wit
h detection events. During the avalanche of charging carrers due to a detection event, the s
econdary photons emitted by an Avalanche PhotoDiode that travel back to an opponent fr
om the detectors through the transmitter communication canal.This effect was demonstrat
ed in gated detectors InGaAs / InP routinely used in QK systems with a wavelength of tel
ecommunications.  
 
In order to prevent a back-flash attack, proper design and analysis of Quantum Key 
distribution systems can be carried out. Some solutions may involve low-loss passive 
optical devices such as insulators, circulators, or special filters, which link the likelihood 
of a photon leaking back from the quantum key distribution system to a low level in order 
to recover security using passive attack. The use of a short gate will also reduce the light 
emission intensity in fast-moving detectors significantly.  
 

5. CONCLUSION 
Intense and prolific research over the past twenty years has been triggered by quantum cry
potgraphy and Quantum Key Distribution. Quantum Key Distribution allows secret key cr
eation by means of a combination of a       conventional channel and a quantum channel, s
uch as an optical fibre connection or an optical open- space linking.  
Quantum Key Distribution's primary value is that all eavesdropping can be observed in th
e rows, connected 
intrinsically to the "quantum" of the transmitted signals in the quantum channel. 
 
This property gives rise to a cryptographic property that can not be obtained by classical 
techniques, which enables the Key Establishment to operate under an extremely high  
security standard, called unconditional security or theoretical information security. The  
natural candidates for Quantum Key Distribution based security solutions are therefore  
highly security applications. 
However, many important issues remain to be solved. A further prospect is to examine  
and demonstrate the integration of quantum key distribution into real security  
infrastructures alongside the existing challenges related to theory and experimentation of 
Quantum Key distribution.  
 
In order to take full advantage of the opportunities provided by point-to - point distance-
restricted quantum key distribution links, it is important to develop a network  
architectures. However, the Quantum Key Communication Networks are not all-round 
networks they are locked, hidden 
and distant, and their characteristics are closely related to their physical layer's quantum  
characteristics.  
Such networks therefore differentiate essentially from the conventional Key Distribution  
infrastructure. We nevertheless find the use of Quantum Key Delivery networks in high- 
security 
environments which until now relies solely on trustworthy couriers from Key Establishme
nt to be promising.In the context of safe networks based in symmetric-key encryption 
systems, Quantum Key Distribution-based systems can also be regarded as an alternative  
to public-Key session key exchange.  
In conclusion, the Quantum Key Distribution Network is a security network that enables  
the theoretical distribution of key information over a worldwide network.  
We hope their evolution can be combined successfully with "classical cryptography"  
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ideas that  
open promising paths towards progress in cryptography and safety in the networks. 

 
FUTURE SCOPE 
In this paper we have analysed various quantum key distribution techniques along with 
classical key distribution. Our work will continue in enhancing some of the techniques 
using GPGA for better efficiency and throughput. 
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ABSTRACT 

The conditions within an ecosystem as well as weather of a field affect crop 

productivity greatly. Different weather conditions produce different effects and impact 

on the quality of the crop yield or on the ecosystem. Weather elements form a chain 

reaction, as the atmosphere is not the only one being affected, atmospheric air 

temperature, vapor pressure and relative humidity or moisture content can act 

together and form diverse effects on crops. These diverse effects in turn reduces 

radiation which is necessary for plants, or increases rainfall patterns. Consistent high 

temperatures can increase the heat transfer to local water bodies in addition to 

heating the air. Monitoring the climate and the weather conditions are important not 

only as an environmental baseline, but to maintain quality working conditions, marine 

studies and recreational safety. The parameters of climate are measurable, for 

example, atmospheric vapor pressure, temperature, precipitation and solar radiation 

can be captured and recorded daily on the Arduino Sensor Integrated Drone. Means 

and extreme datasets, maximum and minimum weather trends with deviations of 

lengthy time series would be calculated for each of these climate parameters which 

are considered in this study. These results are a simple form of climate indices, as they 

already describe changes in climate. All the readings and datasets are recorded on a 

cloud platform, as well as, in an installed microchip on the drone. Data 

synchronization is done with Arduino Programming Rule.  

Key words: Arduino, sensor, weather data, environment. 
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1. INTRODUCTION 

Climate and weather data monitoring systems provide vivid and exact information for farming 

purposes which goes beyond weather stations. Interesting enough, every farmer needs to 

know and monitor the weather if high productivity has to be met. 

Agricultural productivity relies directly and indirectly on the weather and climatic 

conditions. Therefore, failure to adhere to the weather conditions before, during and after 

farming renders crop production susceptible to unsuspected disease attacks that are caused or 

influenced by certain weather conditions. This study is intended to meet the demand for easy-

to-use, easy-to-access, and accurate weather data for farmers using a drone (UAV) with 

mounted Arduino Sensors to give accurate climate information to farmers in crop production 

especially rainfall, solar (duration and intensity) and temperature. 

This Arduino drone is being built and developed with state of-the-art multi-parameter 

weather sensors which focus on four main weather parameters—radiation, temperature, 

rainfall, and humidity which is an all in one compact lightweight instrument called Arduino 

Drone. These readings of weather parameters focus on the above four data sets as they have 

directly or indirectly effect on crop production. 

2. LITRATURE SURVEY 

Literature Survey is an important phase in the system development life cycle as we collect and 

acquire the necessary information to handle or develop a project during this phase. A 

literature review is a description of literature relevant to a particular field or topic. It gives an 

overview of what has been said, who the key writers are, what are the prevailing theories and 

hypothesis and what methods and what methodologies are appropriate and useful. 

In this chapter research is done prior to taking up the project and understanding the 

various methods that were used previously. A detailed analysis of the existing system was 

performed. This study helped to identify the benefits and drawbacks of the existing systems. 

In agriculture usage of drones is very limited. Presently the drones are used in following areas  

 Soil and Field Analysis - Drones obtain 3D maps of existing soil which will help 

farmers to determine the most effective patterns for planting, managing crops, soil and 

more. 

Seed Planting - Drone planting is new technology which helps to minimize the need for on-

the-ground planting, which can be costly, time intensive and strenuous work. 

 Crop Spraying and Spot Spraying - Drones can be equipped with large reservoirs, 

which can be filled with fertilizers, herbicides, or pesticides. Using drones for crop 

spraying is much safer and cost-effective. 

 Crop Mapping and Surveying - One of the biggest advantages of using drone 

technology is the ease and effectiveness of large-scale crop and acreage monitoring. 

With drone mapping and surveying, technology decisions can now be made based on 

real-time data, not outdated imagery, or best-practice guesswork. 

 Irrigation Monitoring and Management - Drones that are equipped with thermal 

cameras can help to spot irrigation issues, or areas that are receiving too little or 

excessive moisture. With this information, crops can be better laid out to maximize 

drainage, adhere to natural land runoff, and avoid water pooling, which can damage 

sensitive crops. 

This project will give first-hand information about the weather to farmers directly on the 

farm so their mobile and crop performances can be monitored. 
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3. BLOCK DIAGRAM OF PROPOSED SYSTEM 

 

Figure 1 Proposed System 

4. COMPONENTS AND EXPERIMENTAL PROCEDURES 

1. For our experiment, we designed a quadrotor using the propeller frame F450 frame. 

2. Flight Controller- CC3D autopilot running Ardupilot firmware as our flight controller. 
 

Figure 2 Flight Controller 

3. RC Receiver and RF Transmitter- FS-iA6B This receiver system uses low power 

electronic components and a sensitive receiver chip for the drone. The RF Transmitter 

modulation uses intermittent signals thus reducing even more power consumption. 

 Figure 3 RC Receiver and RF Transmitter 

4.Electronic Speed Controller (ESC)- An Electronic Speed Controller (ESC) is an 

electronic circuit that acts as the interface between the pilot's commands and the individual 

drone motors. 

5. DHT11- is a low-cost humidity and temperature sensor with a single wire digital interface. 

The sensor is calibrated and doesn't require extra components so you can get right to 

measuring relative humidity and temperature. 
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 Figure 4 DHT11 

6. BMP180 - The BMP180 barometric pressure sensor is a great sensor that can be used to 

predict the weather, detect altitude, and measure vertical velocity. It is perfect for weather 

stations, remote controlled vehicles, weather balloons, and lots of other projects. It is an 

extremely sensitive sensor too. As you will see in a minute, it can detect changes in altitude of 

just a few inches. 

Figure 5 BMP180 

7. Raindrop Sensor- is a tool used for sensing rain. It consists of two modules, a rain board 

that detects the rain and a control module, which compares the analog value, and converts it to 

a digital value. The raindrop sensors can be used in the automobile sector to control the 

windshield wipers automatically, in the agriculture sector to sense rain and it is also used in 

home automation systems. 

Figure 6 Raindrop Sensor 

8. ESP8266(Node MCU) -NodeMCU is an open source IoT platform. It includes firmware 

which runs on the ESP8266 Wi-Fi SoC from Espressif Systems, and hardware which is based 

on the ESP-12 module. The term "NodeMCU" by default refers to the firmware rather than 

the development kits. The firmware uses the Lua scripting language. It is based on the eLua 

project, and built on the Espressif Non-OS SDK for ESP8266. It uses many open source 

projects, such as lua-cjson and SPIFFS. 

https://www.amazon.com/gp/product/B01M0LU3KF/ref%3Das_li_qf_asin_il_tl?ie=UTF8&amp;tag=circbasi-20&amp;creative=9325&amp;linkCode=as2&amp;creativeASIN=B01M0LU3KF&amp;linkId=835492fe29772ea39de1cc0111867fd2
https://en.wikipedia.org/wiki/Internet_of_Things
https://en.wikipedia.org/wiki/Firmware
https://en.wikipedia.org/wiki/Firmware
https://en.wikipedia.org/wiki/ESP8266
https://en.wikipedia.org/wiki/ESP8266
https://en.wikipedia.org/wiki/System_on_a_chip
https://en.wikipedia.org/wiki/Lua_(programming_language)
https://en.wikipedia.org/w/index.php?title=SPIFFS&amp;action=edit&amp;redlink=1
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Figure 7 ESP8266(Node MCU) 

5. METHODOLOGY  

Data Captured by the Arduino Board- When the drone flies, the weather data is recorded by 

the sensors which is mounted on the Arduino board. The temperature and humidity sensor 

(DHT11) consist of a capacitive humidity sensing element and a thermistor for sensing 

temperature. The humidity sensing capacitor has two electrodes with a moisture holding 

substrate as a dielectric between them. Change in the capacitance value occurs with the 

change in humidity levels. The IC measure, process this changed resistance values and change 

them into digital form.For measuring temperature this sensor uses a Negative Temperature 

coefficient thermistor, which causes a decrease in its resistance value with increase in 

temperature. To get larger resistance value even for the smallest change in temperature, this 

sensor is usually made up of semiconductor ceramics or polymers. The rain drop sensor has 

two cases: - 

Case1: When the input of the inverting terminal is higher than the input of the non-inverting 

terminal. 

Case2: If the input of the inverting terminal is lower than the input of the non-inverting 

terminal. 

When the rain board module’s surface is exposed to rainwater, the surface of the rain 

board module will be wet, and it offers minimum resistance to the supply voltage. Due to this, 

the minimum voltage will be appearing at the non-inverting terminal of LM393 Op-Amp. The 

comparator compares both inverting and non-inverting terminal voltages. If the condition falls 

under case (1), the output of the Op-Amp will be digital LOW. If the condition falls under 

case (2), the output of the Op-Amp will be digital HIGH. The below diagram shows the 

equivalent circuit of both the conditions. 

The pressure sensor senses the pressure using (BMP180). The BMP180 is a piezoresistive 

sensor that detects pressure. Piezoresistive sensors are made up of a semiconducting material 

(usually silicon) that changes resistance when a mechanical force like atmospheric pressure is 

applied. The BMP180 measures both pressure and temperature, because temperature changes 

the density of gasses like air. At higher temperatures, air is not as dense and heavy, so it 

applies less pressure on the sensor. At lower temperatures, air is denser and weighs more, so it 

exerts more pressure on the sensor. The sensor uses real-time temperature measurements to 

compensate for the pressure readings for changes in air density. The BMP180 outputs an 

uncompensated temperature (UT) value and an uncompensated pressure  

(UP) value. The temperature measurement is taken first, followed by a pressure measurement. 

This flow chart outlines the steps the sensor takes when performing a measurement: 

 

https://www.elprocus.com/construction-of-capacitor-with-working/
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All the sensors within the Smart Arduino Drone would be calibrated using the Arduino 

Software and data analysis done by Arduino. After all the sensors are mounted on the Arduino 

board, the Arduino board needs to be aligned, connected to a data logger (computer) and 

power source (Battery). Flying height of the drone depends on the individual but it is 

estimated that flying higher allows you to cover more ground in a shorter amount of time with 

less battery usage. 

 Figure 8 Flowchart for the steps taken by sensor when performing measurement  

Data Analysis using Software- The software or any program used for the operation of any 

system can be written in any language considering various factors. The choice is made on the 

basis of following decisive factors: - 

 Required execution speed 

 Accurate control of peripheral devices 

 Programming experience of team members 

 Time available 

Assembly language is considered to be the best for projects that need minimum memory, 

the highest execution speed, and precise control of peripheral devices but since writing in this 

language is a tedious task with more knowledge in C programming, we choose to write our 

source code in the C language. Not only that C programming is used knowing us the more 

about it but it has also several advantages over assembly language. 

5.1. Choosing C++ language 

C++ is a powerful, flexible language that provides fast program execution and imposes few 

constraints on the programmer. It allows low level access to information and commands while 

still retaining the portability and syntax of a high-level language. These qualities make it a 

useful language for both system programming and general-purpose programs. Its flexibility 

comes from the many ways the programmer has to accomplish the same tasks. C++ includes 

bitwise operators along with powerful pointer manipulation capabilities. C++ imposes few 

constraints on the programmer. The main area this shows up is in C’s lack of type checking. 

This can be a powerful advantage to an experienced programmer but a dangerous 

disadvantage to a novice. Another strong point of C++ is its use of modularity. Section of 

code can be stored in libraries for re-use in future programs. This concept of modularity also 
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helps with ‘c++’ portability and execution speed. The core C++ language leaves out many 

features included in the core of other languages. These functions are instead stored in the C++ 

standard Library where they can be called on when needed. An example of this concept would 

be C’s lack of built in I/O capabilities. I/O functions tend to slow down program execution 

and also be machine independent when 23 running optimally. For these reasons, they are 

stored in a library separately from the C language and only included when necessary. 

 Arduino IDE 

 Blynk android application in android mobile phone. 

Blynk was designed for the Internet of Things. It can control hardware remotely, it can 

display sensor data, it can store data, visualize it and do many other cool things. 

There are three major components in the platform: 

Blynk App - allows you to create amazing interfaces for your projects using various widgets 

we provide. 

Blynk Server - responsible for all the communications between the smartphone and 

hardware. You can use our Blynk Cloud or run your private Blynk server locally. It’s open-

source, could easily handle thousands of devices and can even be launched on a Raspberry Pi. 

Blynk Libraries - for all the popular hardware platforms - enable communication with the 

server and process all the incoming and outcoming commands. 

6. RESULTS AND DISCUSSION 

6.1. Picture of Module 

It is based on the autopilot data generated, the Arduino Sensor Integrated Drone will predict 

the average means of temperature and humidity, rainfall, wind pressure. This Drone in 

agriculture will be a big boost to farmers since it carries the potential of completely 

transforming and revolutionizing the farming and agriculture industry. 

 
 

 

 

 

 

 

 

Figure 9 

https://docs.blynk.cc/#blynk-server
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Weather parameter reading, tracking weather and estimating yields, and then collecting 

the data and analyzing it for prompt action are some elements considered in this project 

7. CONCLUSIONS 

This Arduino Integrated Drone can mechanize every step of farming and eliminate the costs 

of human errors and enable farmers to react quickly to threats (such as drought conditions and 

flood), helping with maximization of income and returns on investment crop productivity. 

This Drone in agriculture is a big boost to farmers because it carries the potential of 

completely transforming and revolutionizing the farming and agriculture industry. 

FUTURE ENHANCEMENT 

Weather parameter reading, soil health scans, monitoring crop health, applying fertilizers and 

watering the fields, even tracking weather and estimating yields, and then collecting the data 

and analyzing it for prompt action are some elements considered in this ongoing project. 
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Abstract 
 

This Paper presents an mathematical and numerical study of the one Dimensional Hilbert transform 

method and signal analysis. In the one-dimensional case the basic relations of Hilbert transforms are 

reviewed and derived. The interpretation of Hilbert transform  domain  in conditions of Fourier 

renovate is analyzed and derived. Data processing techniques using Hilbert transforms have been 

discussed. The theory of the one-dimensional Hilbert transform is reviewed and the application of 1D 

Hilbert transform in quantitative interpretation of magnetic field as well as their derivatives are also 

investigated. 

 

Keywords: Hilbert transforms, one-dimensional, two-dimensional, magnetic field, Signal Processing. 

 

1. Introduction 

This paper cares with the application of Hilbert integral transform and associated problems on two 

dimensional potential field data and two dimensional signal analyses. After the event of 1 dimensional 

Hilbert transform was made by Gold and skim Cizek, this renovate has create more and more 

applications in hypothesis and carry out of digital signal dispensation [1]. The fundamental relations of 

1D Hilbert transform are reviewed and derived. These relations have become very significant 

especially in the Signal Processing Applications. In  magnetic data application is elaborated as two 

specific methods; the first one uses point of intersections between the vertical magnetic effect of 

anomalous bodies and its Hilbert transform, several models are tested with different polarization angle 

and the second method  deals with the magnetic anomaly and its Hilbert transform envelope and phase 

of such an anomaly[2].  

In gravity processing , the physical parameters of a dipping fault are often obtained by Fourier 

transform, second straight derivative of the enormity outcome of the dipping liability its Hilbert 

transform [3]. This method is extended from the theoretical models to the field data using 1D discrete 

Hilbert transform and cubicspline method[4].  The gravity effect of a vertical fault will also be 

analyzed as a special case of the dipping fault. 

In Signal application, the 1D signal is constructed by using the complex envelope (amplitude and 

mailto:dankan.v@bmsit.in
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phase) of same signal, which can be obtained by using a discrete Hilbert transform algorithm.  The 

minimum phase characteristics of  a wavelet, which can be calculated by using Hilbert transform, has 

many uses[5]. It may be used for feedback filtering such as inverse and recursive filtering. The 

discussion will also be extended to Lowpass and bandpass filtering which can be directly articulated in 

stipulations of Hilbert renovate. 

2. Review of Literature 

 
The development of the one-dimensional Hilbert transform is closely patterned after Gold and 

Radar (1969); Cizek (1970)[6]. The 1-D Hilbert transform is often defined as a Quadrature filter 

which introduces a 90 degree phase shift. In a complex function the real and imaginary parts are 

related together through the Hilbert transform. 

“In almost every field where Fourier transform techniques are used to represent and analyze 

physical processes, one finds that there are situations where exist associations flanked by the real 

and imaginary parts or the magnetic and the phase of the fourier transform”.[7] These relationships 

are frequently represented by one or other of the Hilber transform relations. 

“In this paper we shall derive and review a number of such relationships that are important in both 

the theory and application of digital data processing”[8, 10]. We shall see,  for instance , that if a 

sequence is causal, then the important and imaginary part of its Fourier transform or the even and 

odd components of the function are related by a Hilbert transform. Such a transform can be used in 

constructing the envelope and phase of a time function [11, 15]. 

The task of designing a 1-D Hilbert transform with different length operators and several windows 

such as Hamming, Triangular, and Blackman windows is always to obtain the best approximation 

to the exact transform. 

3.  One Dimensional Hilbert Transforms Equations 
 

In this section we will review some relations before attempting to derive Hilbert transform equation 

in integral form which is considered as a starting point of discrete Hilbert transform algorithm. 

“Recent years, the Hilbert transform has found more and more applications in hypothesis and carry 

out of digital signal dispensation”. 

As we know the Fourier change of a function f t  is F w , then 

F w =  f t e−jwt∞

−∞
 dt       for all w(3.1) 

And 

f t =
1

2π
 F w ejwt  dw                       for all  t
∞

−∞
  (3.2) 

But equation (3.1) may also be written as  

F w =  f t  [cos wt − jsin(wt)]
∞

−∞
dt                      (3.3) 

where; 

e−jwt = cos wt − jsin(wt) 
Then  

F w =  f t  cos wt  dt − j f t 
∞

−∞
sin(wt)

∞

−∞
dt                                                             (3.4a) 

So equation (4a) takes the following form; 

F w = Fr w − jFi(w),  

Where Fr w  and Fi(w) are the real and imaginary parts of the equation (3.4a), such that 

Fr w =  f t  cos wt  dt
∞

−∞

 

And  
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Fi w =  f t  sin wt  dt
∞

−∞
(3.4b) 

It also follows that 

F −w = Fr w +  jFi w (3.5) 

Because 

Fr −w = Fr w  for even function  
Fi −w = −Fi w         [for odd function] 

Therefore we should be able to write 

Fr w =
 F w +F −w  

2
                                         (3.6a) 

Fi w =
j F w −F −w  

2
 (3.6b) 

From equation (3.2), the inverse Fourier transform may be divided into regions of positive and negative 

frequency 

f t =
1

2π
 F w ejwt  dw +

1

2π
 F w ejwt  dw       

∞

0

                      for all  t
0

−∞

 

=
1

2π
 F −w e−jwt  dw +

1

2π
 F w ejwt  dw       
∞

0

∞

0
(3.7) 

Upon substituting equation (3.6), we have equations with positive frequency only 

f t =
1

π
 Fr w  cos wt  dt
∞

0
+

1

π
 Fi w  sin wt  dw                      
∞

0
(3.8) 

This may be printed in stipulations of a complex time tc = t + jσ 

limσ→0 f t = limσ→0
1

π
 [Fr w  cos wt + Fi w  sin wt ] e−σw dw
∞

0
 (3.9) 

Next let us define a complex function; 

fc = f t, σ − j fH (t, σ)(3.10)  

Such that the complex function is made of the original real part f(t) and a part called the quadrature 

function, fH (t) , which will be shown to be the Hilbert transform of f(t). The quadrature is defined so that 

it introduces a 900   phase shift because we will sometimes want to use it to obtain the envelope of the 

real time function. Therefore, sines are converted to cosines and cosines are converted to negative sines in 

equation (3.8);      

fH t, 0 =
1

π
  Fi(w) cos wt − Fr(w) sin wt  dw                                                     
∞

0
(3.11) 

And  

fc t, σ =
1

π
 [Fr w − jFi(w)]
∞

0
ejwt  e−σw  dw(3.12) 

Substitution of  Fr  and Fi  from equation (3.4b) into the equation (3.11) will relate fH  and f more clearly. 

fH t =
1

π
   f T sin wT cos wt − f T cos wT sin wt  dT dw

∞

−∞

∞

0

 

= lim
w ′→∞

1

π
  f T sin w(T − t) dT dw

∞

−∞

w ′

0
(3.13) 

Integrating first with respect to dw we obtain; 

fH t = lim
w ′→∞

1

π
  P  f T ((1 − cos w′(T − t))/(T − t) dT

∞

−∞
(3.14) 

Where, P indicates the Cauchy principal value. It can be shown that; 

lim
w ′→∞

1

π
  P  f T (cos w′(T − t))/(T − t) dT

∞

−∞
= 0                                    (3.15) 

Using the Riemann-Lebesque Lemma we have; 

fH t = −
1

π
  P  

f T 

t−T
dT                                                                                   

∞

−∞
(3.16) 

Equation (3.16) is known as the HT in integral form. Substitution of Fr  and Fi from equation into 

equation (3.11) gives 

fH t =
j

2π
  F w − F −w  cos wt dw −

1

2π
  F w + F −w  sin wt  dw

∞

0

∞

0
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=
j

2π
  F w ejwt − F −w e−jwt  dw                                                
∞

0
 (3.17) 

=
1

2π
 j F w ejwt  dw −

1

2π

∞

0  jF w ejwt  dw
∞

−∞
(3.18) 

If we let 

FH w = j F w  sgn w  (3.19) 

Where  Sgn  is a signum function   

Sgn =  
1;       w > 0
0;       w = 0
−1;    w < 0

 (3.20) 

Then equation (3.18)  shows that fH  and  FH  are inverse Fourier transforms 

fH t =  FH w ejwt dw                                                                                      (3.21) 

From equation (3.19) and (3.11) it is also possible to obtain the inverse Hilbert transform. 

f t =
1

π
  P  [fH T /(T − t) dT

∞

−∞
(3.22) 

In the equation (3.19)  we can define a Fourier transform, Q(w) as 

Q w = j Sgn w (3.23) 

The Fourier series of Q w  is qn  

qn n∆t =
1

2π
 Q w e−jwt    dw

π

−π

 

= j 
1

2π
 e−jwn ∆t

0

−π

−  j 
1

2π
 e−jwn ∆t

π

0

   dw 

=
1

2π
 (−1 + e jnπ∆t + e −jnπ∆t − 1) 

qn n∆t =  
0;                 n even

−
1

nπ∆t
;    n odd

 (3.24) 

As ∆t → 0 the Fourier series becomes a Fourier integral and n∆t becomes the continuous time variable t, 

i.e., 

q t =
−1

πt
                                                                                                                            (3.25) 

The function q(t) and its Fourier transform, Q w , are plotted in the Figure. 1. By equation (3.19) the 

Hilbert transform in the FD is given by the product F(w) and Q w . 
FH w = F w Q w                                                                                                           (3.26) 

 
Figure.1. Represents the function  𝐐 𝐰  and its inverse transform, 𝐪 𝐭 . 

 

Table 1. Some Simple functions and their Hilbert Transforms 

 

Function Hilbert Transform 

f(t) FH (t) 
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δ(t) −1

πt
 

sint cost 
cost −sint 

(sint)/t (cost − 1)/t 
 

By the convolution theorem it is possible to obtain the Hilbert transform in the TD by convolving q(t) 

with f t . 
fH t = q t ∗  f t =  −πt −1 ∗ f t  (3.27) 

Writing out the convolution indicated by the star in equation (3.27) we can obtain the equation (3.16) 

again. It can be also shown that if Hilbert transform is applied twice successively we should reverse all the 

phases in the Fourier harmonics and obtain the original function back. 

f t = −(−πt)−1 ∗ fH t = −(−πt)−1 ∗ (−πt)−1 ∗ f t (3.28) 

Hilbert transforms of few simple functions are listed in Table 1. 

 

4. One Dimensional  Hilbert Transform Relations in Wave Envelope and Phase 

Study 
The envelope, E, of any real function, f(t), can be obtained by taking the modulus of equation (3.10) 

E t = [f 2 t +  fH
2]1/2 = [fc fc

∗]1/2                                                                                     (4.1) 

The instantaneous phase, ∅, can be also given as a function of time 

∅ t = arctan  
fH  t 

f t 
 ,                                                                                                                                   (4.2) 

The instantaneous frequency,  ∅ t , is  obtained from the rate of change of phase. The complex function fc  

may then be written as follows: 

fc = E t exp −j ∅ t                                                                                                   (4.3) 

Solving for the phase we have  

∅ = j log
fc

E t 
.                                                                                                                                               (4.4) 

Letting  

Fc =
fc

E
                                                                                                                                  (4.5) 

And differentiating with respect to t, yields the instantaneous frequency 

∅′ t =
d∅

dt
=

j 
d Fc
dt

 

Fc
                                                                                                     (4.6) 

Following Claerbout, this may be approximated by the imaginary part, Im  , of the difference equation; 

∅ ti ≅ Im [
2 Fc ti −Fc ti−1  

 ∆t  Fc ti + Fc ti−1   
(4.7) 

Where, i=0,1,2,3,4,…… 

The instantaneous frequency is useful for functions that show dispersion. It is often used in reflection 

Seismology to detect zones of interferences indicating rapid changes in the elastic impedance in the earth. 

 

5. The Minimum Phase Concept 

“A linear system is said to be physically realizable and its impulse response is causal if it vanishes if the  

time is negative”. [16] 

f t = 0  ;  t < 0                           (5.1) 

As we know, any function can be expressed as the sum of an even and odd function. 

f t = fe t + fo t (5.2) 

=
 f t +f −t  

2
+

 f t −f −t  

2
(5.3) 
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But from equation (5.1) , we have 

fe t = −fo t   for t < 0   𝑎𝑛𝑑  fe t = fo t   for t > 0  (5.4) 

For a physically realizable linear system. Therefore, for causal signals, we can introduce the signum 

function such that 

fe t = fo t   sgn t   and  fo t = fe t sgn  t (5.5) 

Similarly, the real part of the Fourier transform of F(w) is even whereas the odd is the imaginary part. 

Fe w =
−j

π
 P   

F0 w 

ω − W
 dw = Fr

∞

−∞

(ω) 

Fo w =
−j

π
 P   

Fe  w 

ω−W
 dw = jFj

∞

−∞
 ω                                                                                      (5.6) 

Thus as a result of (5.5) and because of the similarity between F(w) in equation (3.19) and the even and 

odd properties of F(w), the causal function has the real and imaginary parts are indeed Hilbert  

transforms; 

The transfer function may be written as  

Y w =  Y(w) exp j∅ w  .           (5.7) 

Taking log on both sides, we have 

Log Y w = Log  Y(w) +  j∅ w .                          (5.8) 

If the impulse response is causal function it follows that we can compare Log Y w  to F(w) in equation 

(3.4b), thus Log  Y(w)  and ∅ w  are Hilbert transforms just as Fr ω  and Fi(ω) in equation (5.7) and 

(5.8) 

Log  Y(w) =
−1

π
 P   

∅ T 

T−w
 dT                              (5.9) 

∅ w =
1

π
 P   

Log  Y w  

T−w
  dT                       (5.10) 

The Log of the transfer function, Y w , must be analytical and bounded in the minor half of the z-plane 

must no poles or zeros so that it will be a minimum phase system. 

 

6. Application of 1-D Hilbert TransformMagnetic and Gravity Data 

Interpretation 

In recent years, Hilbert transform techniques have found more and more applications in magnetic and 

gravity data interpretation particularly in fast quantitative elucidation of seriousness and magnetic data. 

The transformation of vertical gradients (vertical magnetic field) into horizontal gradients (horizontal 

magnetic field) and vice-versa with help of Hilbert transform.   

Derived simple relations between the vertical magnetic anomalies of sheets (finite and infinite depth 

extent) and their Hilbert transforms. Similar relations were also extended to simple dikes and horizontal 

circular cylindrical bodies. 

A simple automatic direct method of interpretation which is intended for determining uniquely the 

physical parameters of two dimensional structures (eg. Semi-infinite dikes and the ) horizontal cylinders. 

The method is flexible enough to encompass total vertical and horizontal field measurements at all 

latitudes. Linear regional gradients do not hamper the application of the method. Remnant magnetization 

does not affect the determination of the main parameters, i.e. depth and location. Unlikely most other 

methods no knowledge of origin or datum level is required in this method. 

 
6.1 Seismic signal Analysis 

“In recent years, the discrete Hilbert transform has found more and more applications in hypothesis and 

carry out of digital signal dispensation”. The representation in hypothesis and carry out of digital signal 

dispensation. “The representation of a sign because the real a part of a posh function in time may be 

usefuldevice in many areas of signal analysis”[17]. 
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“In seismic application, the traditional seismic signal are often viewed because the real component of a 

posh signal which may be uniquely calculated under usual conditions”. Application of the Hilbert 

transform (1-D) in seismic signal analysis has been very useful, especially once we represent the signal as 

“The real a part of a posh function in time”. “In general terms, the benefits of the complex envelope stem 

from the natural separation of amplitude information from angle information”. “In a true signal, these are 

blended in such how which may be confusing to visual analysis”[18-19]. In. this section we'll see how the 

complex envelope of a seismic wavelet are often calculated. 

 

6.2 Inverse Filters 

“If we assume Y is that the known output of a filter B and X is an unknown input, then we've a drag that 

one-often-haswith a transducer/recorder system”.[20]For example, The output of a seismometer is widely 

line from which the seismologist might need to work out the displacement velocity or acceleration of the 

ground”. “To undo the filtering operation of the filter B(Z), we'll attempt to find another filter A(Z) where 

B(Z)A(Z)=1, meaning A(Z) is inverse of B(Z)”. 

Let‟s take an example, if B(Z)=1-Z/2, then, by Taylor‟s series formula, we have 

A Z =
1

1−
Z

2

= 1 +
Z

2
+

Z2

4
+

Z3

8
+ ⋯                                                                                                        (6.1) 

We can represent this polynomial in a computer since the filter coefficients will drop off rapidly in 

magnitude. But if B Z = 1 − 2Z, then 

A Z =
1

1−2Z
= 1 + 2Z + 4Z2 + 8Z3 + 16Z4 + ⋯                                                                                (6.2) 

Here the coefficients of the series increases without bound which in fact will produce a serious problem. 

The minimum-phase function has further applications in geophysics such as the feedback filtering or 

inverse filters, Homopophic filtering or Homomorphic deconvolution, zero-lag inverse filter, Minimum 

entropy decnvolution, etc. 

It determines the minimum amount of dispersion in viscous wave propagation which is implied by 

causality. “The Homomorphic system may be a system which obeys a generalized principle of 

superposition, that's wont to divide the wavelet and therefore the impulse rejoinder of the transmission 

path from a seismic record”. “If the wavelet or the impulse rejoinder of the channel is minimum-phase, a 

seismic evidence is usually represent because the convolution of a wavelet with the impulse rejoinder of 

the communication path”. “Since the wavelet or the impulse retort of the broadcast path obeys the 

minimum-phase assumption, the seismic record are going to be a minimum phase, during which case, the 

Homomorphic filter works nicely but a drag will arise when the seismic record may be a mixed-phase i.e 

both of the wavelet and therefore the impulse reaction of the transmission aren't minimum phase, during 

which the Homomorphic system fails”. to unravel this problem we've to vary the seismic record which is 

mixed phase to minimum phase and this might be achieved by application of Hilbert transform. 

6.3 Design of 1-D Hilbert Transform Operator 

The  ideal Hilbert Transform can numerically be obtained in the case of finite duration approximations, 

the standard techniques of windowing, frequency sampling and equi-ripple approximation can be applied 

in  approximating the characteristics of the ideal Hilbert transformer.  

In the case of N=10 the impulse response appears to contains more than usual ripple in both sides of the 

main lobe and these ripples which appear in ht(n) have affected on the magnitude of H(ω). The benefit of 

using the windows is to reduce or attenuate the ripples, which inturn leads one to obtain a smooth ht(n) 

and H(ω). Therefore, it is necessary to know which window is more suitable in obtaining the best 

approximation to the ideal Hilbert Transform. 
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When we truncated ht(n) by Triangular window with N=10, it gives better resolution than impulse 

response itself. The  H(ω)    obtained with a triangular window is better because no ripples are noticeable 

when compared with   H(ω)   which is initially truncate by a boxcar. 

In the case of Hamming window with N=10, the ripples are decreased in both sides of main lobe of ht(n) 

but the H(ω)  is not smooth as we wish, and the  H(ω)  ≠ 1.  Therefore, it is found that if we want to use 

the operator length of N=10, the window which will give the best resolution for ht(n) and H(ω)  is the 

Blackman window. 

The smaller the N is, the wider the ripples, and as N increases the ripples or the lobes become narrower. 

But the amplitude remains almost constant. In other words, as N increases the main lobe of ht(n) 

approaches to a spike and  H(ω)   approaches to true values. 

In the conclusion we can therefore say that for any value of N the best approximation can be obtained 

when the Blackman window is incorporated in designing the Hilbert transformer. 

 
6.4  One Dimensional Minimum-Phase 

 

“The minimum-phase function has further applications in geophysics such as the feedback filtering or 

inverse filters, Homomorphic filtering or Homomorphic deconvolution, zero-lag inverse filter, minimum 

entropy deconvolution, etc. it determines the minimum amount of dispersion in viscous wave propagation 

which is implied by causality. In this section will discuss one of these uses which is related to seismic 

exploration”. 

The Homomorphic system is employed to disconnect the wavelet (seismic source) and therefore 

the impulse reaction of the transmission path from a seismic record”. “If the wavelet or the impulse 

reaction of the channel is minimum-phase, a seismic evidence is usually represent because 

the convolution of a wavelet with the impulse reaction of the transmission path”.[21,22] “Since the 

wavelet or the impulse reaction of the broadcast path obey the minimum-phase assumption, the seismic 

record are going to be a minimum phase, during which case, the Homomorphic filetr works nicely, but a 

drag will arise when the seismic record may be a missed phase that's both of the wavelet and therefore 

the impulse response of the transmission aren't minimum phase, during which case the Homomorphic 

system fails”. [23,24] to unravel this problem we've to vary the seismic record which is mixed phase to 

minimum phase and this might be achieved by application of Hilbert transform or the opposite appropriate 

methods mentioned. 

“The Hilbert transform has become important adjunct to the more familiar integral transforms, such s 

Laplace and Fourier transforms, in analyzing signals and systems”. “It are often shown that a lot of ideal 

filtering processes are often expressed in terms of Hilbert transform”. “By studying artificially constructed 

signals and proceeding to seismic records, it are often seen that the complex envelope which is obtained 

by 1-D Hilbert transform is more amenable to visual interpretation than the important signal itself”. this is 

often attributed to the natural separation of amplitude information from phase information. 

 

7. Conclusion  

The Hilbert transform can be defined in different ways, and through different. Mathematical relations, but 

essential1y it is a quadrature filter which introduces a 90 degree phase shift. The real and imaginary 

components of a complex function, or  the even and odd parts of a real  function, are related through the 

Hilbert transform relationships. The integral equations of the transform are reviewed in this research work 

as a first step towards, the application discrete Hilbert transform relations. The one Dimensional Hilbert 

transform has many applications in Geophysics, especially in seismology, gravity and magnetic which are 

discussed.  
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Abstract— Weeds are a dangerous factor for a good yield 
of crops. The conventional method of removing weeds was 
either plucking manually or spraying herbicides uniformly all 
over the field. Spraying herbicides not only contaminates crops 
but also gives rise to many health-related issues. The purpose of 
the paper is to develop a mobile model that can detect weeds in 
real- time with their position coordinates and scrape them off. 
The model first scans the specific area for leaf detection and 
classifies it as weed or crop with a prediction accuracy of 99.5%. 
If the classified leaf is a weed, the coordinates are found and the 
robotic arm removes them with the help of a high-speed rotating 
blade, without harming the crops and environment. The left 
outs can further be utilized as fertilizer and no harmful 
chemicals have been used. 
 
Keywords—Weed Removal, Image Processing, Smart weeding, 
Mask RCNN, VGG 16, Smart Agriculture, Delta Robot 

I. INTRODUCTION  

India’s economy is dependent on Agriculture for more than 
70%. The source of income for more than half of the 
population is directly related to the yield obtained in the 
fields. Farmers working in the field face many challenges in 
the whole period of crop generation, among which weeds are 
one of the major threats to the natural environment. They are 
destroying native habitats and the desired crop which leads 
to poor production of crops and raised economic challenges. 
It’s a major need for farmers to remove weeds from the crop 
field to have a better crop production but in a more efficient 
manner. 

As mentioned, one of the major issues in agriculture is the 
control of weeds growing among the plantation crops. Weed 
tends to snatch space, nutrients, sunlight, water, and hardly 
get affected by changing the natural environment. Moreover, 
the extreme conditions of the environment help them, even 
more, to sustain as it affects native crops easily. At present, 
these kinds of plants are being removed manually, wherever 
possible, or weedicides are being sprayed uniformly all over 
the field to keep them under check. In conventional weed 
control systems, herbicides are sprayed uniformly all over 
the field. This technique is very inefficient as only about 20% 
of the spray reaches the plant and less than 1% of the 
chemical contributes to weed control, leading to wastage, 

contamination of the environment, and health problems in 
people [1]. To avoid these consequences, an effective weed 
control system should be employed. These systems must be 
capable of locating weeds in the field and remove them. The 
left-outs are eventually decomposed and can serve as 
fertilizer. 

As the major goal of Sustainable Farming is to increase 
the yield-reducing its reliance on pesticides, herbicides, and 
to control the growth of the weed. Precision farming 
techniques are required to address this challenge with many 
researchers working on this with their vision to create an 
effective solution. With the development of AgriBot to 
perform the various agriculture activities are communicated 
using Wi-Fi technology [2]. Researchers have developed a 
weed detection and classification method for weed control 
robots in cornfields with a computer vision algorithm to 
classify plants like weeds or crops with their properties [3]. 
An Autonomous Robotic System for Mapping Weeds in 
Fields [4], is used to identify by aerial image analysis of areas 
with high bio-mass density, thus indicating areas with weed 
infestations. It also sparks an idea to identify weeds based on 
spectral analysis. Visual odometry System is used for weed 
detection by capturing images with the help of mobile robots 
[5]. An effective classification system of plants and weeds 
[6], aims to focus on a vision-based perception system to 
identify the value and distinguish it from the weed plants. 
Traditional methods such as Plant identification using leaf 
images [7] extract features and classify based on geometrical 
parameters extracted by digital image processing. A self-
supervised training method in the context of RGB imaging 
provides an apt framework for hyperspectral crop/ weed 
discrimination with prior knowledge of seeding patterns [8]. 
Besides, much research on autonomous vision systems using 
features like color, texture, and shape analyzed with different 
algorithms and techniques such as crop row detection by 
principal component analysis [9]. Currently, manual weeding 
is a tedious task to perform mechanical weed control is 
considered for automation achieved by field robot BoniRob 
[10] with a very high-speed vision-based weed control and 
development of a low-cost delta robot [11] for the weed 
control in organic farms. Advanced robots like Oz weeding 
robot, which helps during weeding and hoeing chores to 
increase farm profitability while respecting the environment 



[12], are contributing enormously for better productivity. A 
lot of models have already been generated in the market as a 
product, like ecoRobotix which is an autonomous weeding 
robot for row crops, meadows, and intercropping cultures 
which detect and selectively spray the weeds with a 
microdose of herbicide [13]. Consequently, a vast variety of 
autonomous weed control systems are available and are being 
developed to address the challenges. 

The first step involves image segmentation which 
separates the plant area from background pixels and classifies 
the leaf as weed or crop. Spraying herbicide uniformly leads 
to contamination of crops as well as wastage of costly 
chemicals. Patch spraying can help in saving chemicals but 
it’s again a disadvantage for the environment. Excessive use 
of chemicals leads to health problems, affected lungs, skin 
problems, etc. Instead, removal or uprooting of weed can be 
a better solution. A mobile system that could make use of the 
real-time data to find the coordinates of leaf position with 
computer vision and help in the removal of weeds using the 
robotic arm would be much more efficient and minimize 
environmental damage. 

II.  METHODOLOGY 

The proposed system removes the weed in three major 
steps. Fig. 1 shows the process flow of the system. First, an 
image is captured employing a Raspberry Pi camera, that is 
mounted facing downwards, i.e., towards the ground. The 
image is passed to Raspberry Pi with the assistance of Camera 
Serial Interface (CSI). With the help of the RGB image 
obtained from the camera, the leaf is assessed as weed or crop 
using a set of geometrical parameters. If the identified leaf is 
a weed, then a delta robotic arm with a high-speed rotating 
blade as the end-effector reaches the leaf coordinates and cuts 
the leaf. If the identified leaf is a crop and not a weed, then 
the robot moves forward and captures another image, such 
that the antecedent captured space isn't captured once more. 

III. WEED IDENTIFICATION 

A. Image Acquisition and Pre-processing:  
 The image captured from the raspberry pi camera is 
rescaled to the image size on which the algorithm is trained. 
The image is then filtered using low and medium pass 
filters to remove noise. Gaussian blur, with a kernel size of 
5*5, is applied to the filtered image. All these steps help us 
get a clear image of the leaf, which results in a more 
accurate prediction. 

B. Image Segmentation:  
 Image Segmentation is the process of partitioning a 

digital image into multiple segments. The pre-processed 
image contains a lot of background details that are not 
required by the algorithm and has to be removed. To 
provide better input to the next automated image processing 
technique we need to extract the leaf pixels from the image 
and discard others. We extract our region of interest (ROI) 
using semantic segmentation. Mask Region Convolutional 
Neural Network (Mask RCNN) [14] has been proven to 
outperform other semantic segmentation algorithms, and 
hence Mask RCNN neural network is used to extract the 
leaf region from the preprocessed image. Fig. 2 explains the 
architecture of the Mask RCNN neural network. ResNet 
101 architecture is used as the backbone model for Mask 
RCNN and features extracted are passed to a Region 
Proposal Network. The ROI obtained the network computes 
Intersection over Union (IoU) to filter weak predictions. 
And finally, we add a mask branch which returns the region 
mask for all the detected objects. The segmented image 
mask is fed for image classification, hence processing one 
leaf at a time will overcome the problem of multiple leaves 
in a single frame. 

C. Feature Extraction:  
Feature extraction is employed to extract relevant 

features for the recognition of plant leaves. The redundancy 
is far away from the image and therefore the leaf images are 
represented by a set of numerical features. They are 
calculated after the image pre-processing. The subsequent 
features are derived from the geometric parameters. The 
subsequent ratios are extracted and computed from the leaf 
image [15]. 

 

 

Fig 1 Process Flow 

Fig 2 Mask RCNN Architecture 



1. Rectangularity - It is the ratio of the product of major 
and minor axis of the ROI to the area of the ROI.             

Rectangularity = 
∗

 

2. Narrow Factor - It is the ratio of the product of twice 
the radius of the leaf to the major axis.  

Narrow Factor =  

3. Perimeter to Diameter Ratio - It is the ratio of the 
perimeter of the ROI to the diameter. 

Perimeter to Diameter Ratio =   

4. Form Factor - It is the ratio of 4 times the product of PI 
and area of the ROI to the square of perimeter of the ROI.   

Form Factor = 
	∗	 	∗	 	

 

5. Eccentricity - It is the ratio of the foci of the ellipse to 
the major axis length of the ROI.             

Eccentricity =  	 	 	  

6. Aspect Ratio - It is the ratio of the major axis to the 
minor axis of the ROI.    

Aspect Ratio =  

7. Perimeter to length and Breadth Ratio - It is the ratio of 
the perimeter of the ROI to the sum of length and breadth 
of the ROI.   

Perimeter to Length and Breadth =  

D. Image Classification:  
The feature values were calculated and passed to a 

classification algorithm, to make the prediction. Many 
algorithms were used to precisely predict the class of the leaf. 
If the algorithm found a similarity between leaf and the 
features of images in defined classes of weed, the model 
classified leaf as weed or else trained model for the detected 
leaf. The algorithm used includes k Nearest Neigbhors (kNN) 
with K value as 1, Support Vector Machine (SVM) with 
radial basis function kernel, Random Forest with 150 trees in 
the forest, and Decision Tree with a maximum depth of 7. The 
test set is 20% of the dataset. In the second approach, we use 
a Convolutional Neural Network (CNN). We use VGG16 
architecture, which has 16 layers that have weights and 
approximately 138 million parameters [16] shown in Fig. 4.  

We train the model with 100 epochs. initial learning of 
0.001 and batch size of 32 images. We directly pass the 
segmented image to the network for classification. Both 
approaches were tried on a dataset with 31 different species 
of leaves, having approximately 60 images per class [17]. 

IV. HARDWARE 

The robot hardware includes a raspberry pi board as the brain, 
a delta arm that cuts the weed and land moving robot which 
helps in traversing the field. Both the delta arm and the land 
robot are controlled by the raspberry pi. Fig. 4 shows the 
CAED model of the robot.   
 
 

A. Delta Arm: 
Delta arm is used to move the blade in the 3D world. The 

end-effector of the arm has a high-speed brushless motor that 
powers the blade. The blade rotates at high speed and cuts the 
weed plants. Fig. 5 shows the delta structure.  

 

 

 
 

Fig 3 VGG 16 Architecture 

Fig 4 Top: CAED Model of the robot;  
Bottom: Fabricated Model 

Fig 5 Structure of Delta Arm 



 

Table 1 Dimensions of Delta Arm 

Component Dimension (cm) 

Base Equilateral Triangle ( ) 29 

End Effort Equilateral Triangle ( ) 10 

Bicep / Shorter Arm ( ) 14 

Forearm/ Longer Arm (l) 28 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The angle of joint i to place the end effector at the desired 
location [18], is given by 

 = 2 tan ( ) 
 
where, i = 1, 2 & 3 

and =	 	±	
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where,  
 x, y, z are the coordinates of the destination point 
and, 																				 = −  

    =	 −	√  

 				 = −	  

where, =	 √  

 				 = 	 √  

 				 = 	 √  

 				 = 	 √    

B. Land Moving Robot:  
The land moving robot has 3 legs. The middle leg moves 

between the two target crop rows, and the other 2 legs move 
on the sides of target rows, hence the robot covers two crop 
lanes at a time. The robot is powered by a hybrid mechanism 
in which a 12Ah Sealed Lead Acid Battery, with an output of 
12V supplies the required power, and a solar panel of power 
50W with 12V output continuously charges the battery. A 
camera is mounted facing downwards, under the chassis so 
that the lighting conditions are almost constant. 

V. RESULTS 

    The image was segmented from the background, and the 
leaf species was classified. If the classified leaf belonged to 
the weed family it was removed by the robot using a 
highspeed rotating blade. Fig. 6 shows the output of the pre-
processing and segmentation step. 
 

 
Fig 6 Stages of Weed Identification 

 
In this model, we are using accuracy to measure how close is 
the data to the true value, precision i.e., how close two or 
more measurements are to each other and Root Mean Square 
Error (RMSE)[19] which is a standard way to measure the 
error of a model in predicting quantitative data. Formally it is 
defined as follows 

RMSE = ∑ ( ` )
 

  
Where, y`1, y`2 ... y`b are predicted values 

        y1, y2 ... yn are observed values 
       n is the number of observations 

 
Table. 2 shows the classification accuracy using different 
algorithms. 
 

Table 2 Classification Accuracy 

Algorithm Accuracy Precision RMSE 

kNN (k = 1) 0.844 0.852 1.390 

SVM 0.777 0.710 1.906 

Decision Tree 0.788 0.795 1.453 

Random Forest 0.900 0.916 1.337 

CNN (VGG 16) 0.995 - - 

 

Fig 6 Kinematic Labeling 



Clearly, Convolutional Neural Network (VGG16) 
outperforms other algorithms and predicts with 99.5% 
accuracy, and hence we use VGG16 architecture to classify 
leaf species. Fig. 7 shows training and validation loss vs 
epochs plot for Mask RCNN and training and validation 
accuracy vs epochs plot for the VGG16 CNN. 

VI. CONCLUSION 

An algorithm for automation of weed removal task was done 
successfully and the prototype of the model for automatic leaf 
detection as weed or crop was successfully designed. The 
method used to identify the correct leaf species resulted in a 
correct identification rate above 99.5%, which is better than 
most of the previous works' results. Mask RCNN neural 
network has significantly improved the segmentation results 
and directly contributed to better classification accuracy. Our 
approach uses a high-speed rotating blade to remove the 
weeds, which eliminates the usage of weedicides and other 
chemicals, which wasn’t ensured in any of the earlier 
systems. Hence, with low cost and avoiding harmful chemical 
substances, it is efficient to use a mobile and compact system 
with a robotic arm cutter with high precision and easy 
operation.  
  
The system gives good results but has a lot of scope for 
improvement. A more robust algorithm can be developed for 
plant identification which can recognize more species of 
leaves irrespective of their color and shape. The design can 
be further optimized to suit the needs of farmers and provide 
maximum area coverage at the same time. The control 
mechanism for the delta arm can be made more precise and 
hence improving its precision. 
 
The other aspects of Autonomous robot are:  
 
1. It can be used in the detection of the Drug (Narcotic) 

leaves among the crops and removal of the same.  
2. It can be used in the detection of leaf diseases caused by 

the plant. 
3. It can be used to detect and study rare plants and their 

variations.  
4. It can be used in the soil analysis with required 

modification in the software and hardware design. 
5. The robot can also be used in the plant seeding and 

plowing with necessary modifications.   
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Abstract 

Communication can be broadly classified as 

analog and digital. These two types only deal 

with terrestrial networks. But, when we want 

communication to be achieved with very high 

efficiency it is very much essential to deal with 

satellites. Satellite Communication is becoming 

more advantageous day by day. Almost in all 

the areas, the importance of satellite 

communication is being recognized. The role of 

satellite communication in the disaster 

management has played an important role 

these days. This has gained very high 

popularity because of the failure or delay of the 

organization to detect the disaster at the right 

time. Satellite communication is generally 

useful for information gathering during the 

disaster [1]. Helicopters are used in the 

satellite communication technology and this 

technique is called as Helicopter Satellite 

Communication System (HSCS). There are few 

technical issues existing in this system too. Thus 

to overcome these issues and make it more 

efficient many schemes have been implemented. 

One such scheme is hybrid modulation with 

Automatic Frequency Control (AFC). [2] 

I. Introduction 

Communication is the most important part of 

our daily life. Not only owing to one’s life, 

communication also plays a major role when it 

comes to avionics. Avionics is the science 

which deals with aircrafts and rotorcrafts. 

Helicopter is the most important rotorcraft 

which is used in Indian Army, Navy and Air 

force. Hence communication is very much 

important between the crew members of the 

helicopter as well as the pilots of other 

helicopters. Thus to facilitate such 

communication, Analog Communication 

System was introduced.  

Analog Intercommunication System provides 

the direct mode of communication. The 

problems associated with the analog system are, 

deformation and the loss appearing in the signal 

and the proper control over the audio, that is, its 

volume and frequencies were not taken care of. 

Thus to overcome these problems, Digital 

Intercommunication System was introduced. 

Digital intercommunication system provides 

reliability and resistance against tightly packed 

voice signals. It also provides the 

communication of data from air to air, air to 

ground and ground to air using high frequency 

technologies such as Very High Frequency and 

Ultra High Frequency. The foremost aim of the 

Digital Intercommunication System is 

providing two way communication amidst the 

crew members (pilot and co-pilot) in the flight 

or helicopter (any aircraft or rotorcraft). In 

addition to this, the system has the provision to 

communicate the signals to the crew members 

at the ground station using a jack externally 

during the sustentation operations at any time 

necessary. 

This system is a chief control for all the 

communication equipment established on the 

Advanced Light Helicopter. The Digital 

Intercom System connects itself with the 

various radio channels, warnings and 
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other types of audio outputs. This system also 

provides the provision to communicate with the 

pilot and co-pilot of the same or different 

helicopters, and also with the Air Traffic 

Controller (ATC). [3] 

There were some of the problems associated 

with Digital Communication Systems too. Thus 

replacement of this old technology 

communication with Helicopter Satellite 

Communication is done in the recent years. 

Helicopter Satellite Communication plays a 

vital role in today’s world because; helicopters 

are not just limited to one specific application. 

The Helicopters are used over a large area 

covering a wide range. They are used to acquire 

the information and broadcast the same in the 

cases of incidents such as disasters which take 

place over a large scale and also in the case of 

other emergencies. According to the present 

day scenario, the repeater stations are widely 

used to transfer the information such as video 

clippings and the photographs captured by the 

helicopter. Capturing of the videos using the 

helicopter is one of the best methods to obtain 

on scene information for relief and the 

management of disaster. [4] 

There are few technical issues in this system. 

Many solutions are being provided to overcome 

these issues and declare the Helicopter Satellite 

Communication System (HSCS) as the best 

technique to provide communication using 

Helicopters. 

II. Predicaments associated with the 

Digital Communication System 

The high requirement of bandwidth is the major 

problem in these systems. The proportion or the 

amount of information which can be 

transmitted per unit time depends on the 

bandwidth of the media usually used in the 

respective transmission. The analog systems 

have less requirement of bandwidth when 

compared to the digital systems. This is 

because, the digital signals, for example, the 

square pulse, delta function and many other 

digital signals, have many rising and falling 

pulses. These pulses have a lot of variation in 

their voltages within a very small amount of 

time. Thus we can say that, almost within a very 

few milliseconds, there will be a huge variation 

in its voltage. Because of this reason, these 

signals have very high frequency during their 

rise and fall. As the frequency increases, 

bandwidth also increases. Thus they occupy 

very large bandwidth. 

High power consumption is also a major issue 

in digital systems. The digital circuits consume 

a lot of power. This can be proved by the power 

dissipation in integrated circuits that is, in 

digital VLSI (Very Large Scale Integration). 

With regard to the integrated circuits, three 

major causes for the large power utilization are 

given by- utilization of the power dynamically, 

utilization of the power statically and utilization 

of the power in the short circuit. 

Improvement or rise in the power density and 

fall in the hardware measurements of the 

transistor are the stamp of authentication of the 

present day computer chips. Both of these 

technologies are increasing the thermal 

conductivity management challenge inside the 

chip and the package surrounding it. Both of 

these technologies are increasing the thermal 

conductivity management challenge inside the 

chip and the package surrounding it, as well as 

escalating research related progress on the 

materials which possess very high conductivity. 

The management of the thermal conductivity is 

largely acknowledged as an important 

characteristic of the computer design, due to 

which, the temperature significantly affects the 

performance of the device. Adding on to this, 

the lifetime of the device can be reduced 

extremely because of the excess thermal 

stresses which take place at the interfaces. [5]  

Hardware complexity in the digital systems is 

another hurdle for the communication. The 

logic gates serve as an important factor in the 

designing of a digital circuit. These circuits put 

together manifest a digital system. The major 

problem while designing any kind of digital 

circuit is the hardware complexity of that 

circuit. When the concept of conventional gate 

logic is adopted in the design of the digital 
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circuit, then the utilization of more number of 

components is the major challenge which it has 

to face. Thus these systems have more complex 

circuitry and require a sophisticated device 

making. [6] 

The digital systems can be easily broken or 

damaged, that is, even if a small amount of 

digital data is unable to be recovered or if it is 

not interpreted exactly, the meaning of the large 

amount of data can change completely. 

III. Role of Satellite Communication 

for disaster management 

Whenever the earthbound communication 

resources are inadequate it means that there is a 

huge damage caused to the infrastructure or it 

can also be due to the enormous traffic. Hence 

we cannot depend entirely on the earthbound or 

the terrestrial communications for the disaster 

management operations. And it is also essential 

that for the disaster management operations the 

communication should be very flexible and 

reliable as it is the part of emergency 

communications. Thus everyone who desires to 

have such type of communications is able to 

experience perfect working of the 

communication system every time and 

everywhere under any circumstances. 

Furthermore, the broadband communications 

have been playing an important role in 

increasing the communications during the 

emergencies. By considering the radio links as 

a basis, the systems which are based on the 

satellites have a lot of benefits which include 

reliability, availability, robustness, quickness, 

deploy ability and accessibility from any 

location. 

The Satellite Communication System is a core 

network which is used for disaster management 

and its recovery which includes the topology of 

the satellite network, configuration of service 

and also for the technical applications. The 

communication provides the favorable path for 

managing the critical situations such as 

occurrence of the disaster and also helps to 

provide relief during these emergency 

situations. [7]    

 

IV. The Satellite Communication System employing Helicopters 
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Figure 1 Diagram showcasing how exactly the communication takes place by adopting the principles 

of satellite communication in the Helicopter 

 

V. How exactly the System looks 

like? 

The continuous prevention of the radio waves 

being reached to the destination in the 

Helicopter and Satellite Communication is 

mainly due to the blades of the Helicopter. 

These helicopter blades intervene or interrupt 

the helicopter directly by communicating with 

the satellite in order to check whether the 

antenna is situated right under the blade of the 

helicopter. The time break is about 6.93 

milliseconds and the amount of interception 

taking place is for 39.1 milliseconds. By 

picturing the case of the helicopter 

transmission, the system which usually 

transmits at the exact time of the blade has to be 

designed and this is considered to be an 

alternative to solve this complicated issue. [4]  

VI. The designing requirements for 

Helicopter Satellite Communication 

System  

While designing the system based on Satellite 

Communication and Helicopter, the most 

important conditions to be followed were; 1. 

The system which has to be designed must be 

very small in size; 2. The system to be designed 

should not be bulky and heavy, instead light 

weight is preferred; 3. A very effective link 

must be established between a helicopter and 

the satellite for the communication to take 

place, and it should be irrespective of the 

helicopter direction; 4. The power due to 

transmission should not harm the pilot, co-pilot 

and other crew members; 5. The transmitting 

power should be maintained such that it should 

not prevent the radio waves reaching the 

destination due to the blockages in the rotor 

blade; 6. The video capturing objectives must 

be based on the positioning function. [4]  

VII. Technical Issues ceasing to 

implement the system 
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1. Avoidance of the shadowing due to rotor 

blades; 2. Satellite tracking; 3. Polarization 

tracking; 4. Avoidance of interference with 

other satellites [1] 

VIII. Helicopter Videoing 

The technique of capturing the video using 

helicopter is the most popular method to obtain 

the information for emergency communications 

such as disaster management. A new system 

has been developed which captures the 

information related to the disaster and 

immediately accounts for the transmission of 

this information. Such a system is called as Ku 

band utilization in the satellite communication 

with helicopter. As we have already discussed 

about the major issue in such type of 

communications, that is, interruption due to 

rotor blades of the helicopter, there are 

techniques proposed to overcome these 

drawbacks. These techniques are called as time 

diversity transmission technique which is 

applicable in the forward link, and the other 

technique namely blade synchronized 

transmission technique which can be applied at 

the return link. The estimation of the position is 

also implemented for on scene videoing 

pictures. [8]  

IX. Techniques to improve the 

efficiency of HSCS 

In this system, there exists two major issues and 

they have to addressed properly; 1. Rotor 

blades of the helicopter is the major part which 

is leading to the blockage of the received signal; 

2. The Doppler Shift in the system which 

accounts for the fluctuation of the carrier 

frequency. New techniques have been proposed 

to overcome these two drawbacks. There were 

many other techniques which were 

implemented to overcome these issues; but they 

were inefficient. The continuous blockage of 

the signal received can be cancelled by using a 

hybrid modulation scheme with Automatic 

Frequency Control (AFC). This technique is 

better when compared to the use of former 

diversity technique based on time, as this 

increases the amount of data transmitted per 

unit time; whereas AFC transmits the original 

amount of data per unit time. [2] 

 

Most of the communications in the helicopter 

are handled by a radio which operates in very 

high frequency range and it has the limits such 

as its coverage area and the range at which it 

can operate. As the amount of area occupied by 

the relay station which is established on the 

ground is only around 40km (radius), there is a 

huge requirement for many numbers of such 

stations to be established. If we consider an idea 

of establishing relay stations, it doesn’t work 

out in the areas covered completely with 

mountains or sea. Thus to overcome all these 

geographical limitations, the satellite itself is 

made as a relay station in this system. 

Whenever the helicopter is outside the 

terrestrial frequency range, the pilot operations 

must be undertaken with a very high efficiency 

because even it includes the satellite 

communication with the Air Traffic Controller. 

[2] 

This system which is based on Satellite and 

Helicopter comprises of the two important 

stations; one at the ground and one at the 

helicopter. Communication between the two 

stations is considered to be bidirectional and it 

can be achieved using a transponder. The 

transmission link is established between these 

two stations, that is forward and reverse link. 

The location of the Antenna should be such that 

it should not interfere with the rotor blades of 

the helicopter. It would be considered the best 

way if it is situated at the tail of the helicopter. 

Some of the experiments have proven that, as 

the antenna is located at a large distance from 

the main rotor blades, then the amount of 

interruption of signal with the blades would be 

avoided. [2] 

Establishing a system which communicates 

using the satellite technology with a helicopter 

is a tedious task, because the rotor blades of the 
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helicopter is the major obstruction in such 

systems, as this leads to the Doppler shift. Thus 

because of these major impairments, many 

applications such as Global Positioning 

System, degradation in the performance of bit 

error rate and the discontinuity in the received 

signal over the recovered carrier. [2] 

X. Results and Discussions 

The transmission from the helicopter can 

automatically stop when 1. The tracking error 

angle becomes large 2. The receiving level 

becomes below the limited value 3. The posture 

of the helicopter inclines beyond the 

anticipation 4. The onboard equipment fails. 

The final flight test included the following 

ventures 1. Verification of the satellite tracking 

performance 2. Measurement of the 

communication quality 3. Operation check of 

transmission protection 4. Picture transmission 

and position fixing. [1]  

The parameters of simulation in order to calculate BER is given below: 

 

 

 

Figure 2 Phase symbol before and after AFC 
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Figure 3 BER behavior for different schemes 

XI. Conclusion 

The difficulties in analog as well as digital 

communication systems led to the development 

of new technology in communication era which 

is called as Helicopter Satellite Communication 

System (HSCS). Thus the helicopter satellite 

system was developed successfully and it was 

also demonstrated for the first time. The key 

technologies of the HSCS for disaster control 

operations were experimentally demonstrated. 

The developed HSCS system provides a real 

time information collection and transmission 

directly via a satellite. Research and 

Development aiming at small-size, light-weight 

and wide-band HSCS is proceeding. 

Continuous research and development 

collaborated with disaster management bodies 

will be carried out. [1] 

This paper concludes that the Helicopter 

Satellite Communication system is one of the 

best ways to realize communication. A novel 

modulation scheme based on hybrid techniques 

for the accurate cancellation of the periodic or 

continuous blockage in Helicopter Satellite 

Communication System is implemented instead 

of conventional time diversity scheme. The 

proposed AFC scheme incorporates adaptive 

modulation in an efficient way. The traditional 

time diversity scheme increases the 

transmission bit rate to reduce errors, but in the 

novel AFC scheme, similar type of signal is 

made to transmit just by changing the number 

of time slots. [2] 
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